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Asstract. Upper bounds for the squares of singular values of the Schwarz matrix
are obtained by using matricial (and matrix) norms and inequalities concerning the
spectral radii of matrices.
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1. INTRODUCTION

Recently, singular values and singular value decompaosition have attracted much
attention because of their applications in various areas, hamely, in control theory and
systems theoryq], in biomedical engineeringg], and in signal and image process-
ing. The application of singular values is illustrated by examples in controllability
and observability problems], in obtaining the fetal ECG from that of the mother
[3], and in processing, storage and retrieval of informatin [

Here, we are interested in establishing bounds for the singular values of the Schwarz
matrix, S.

A special choice of the elements${involving Hurwitz determinants) guarantees
that the characteristic polynomial 8fis a given polynomiai(x) [1, p. 211]. In this
case, it can be shown th&tis similar to the usual companion matrix associated with
a(x). Thus, the Schwarz matrix is a real canonical form to which any non-degenerate
matrix is similar L, p. 212]. However, such form @& is not relevant for the purpose
of this paper, so hereafter we consider the Schwarz ma&r{xf orderm) given as
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follows:
0 1 o --- 0
—Sm 0
S = O —S'n—l 0 ,
S : 0o 1
0 0 - -5 |

with s € R (i = 1,...,m). The Schwarz matrix is of interest in its own right, [

p. 212]. It is known that this matrix satisfies the Lyapunov equation (sg& R08]

and P, p. 450]). It is also proved that (depending on the normalizing factor) the
continuant matrix associated with a certain polynomial recurrence involving Hurwitz
polynomials, has the Schwarz fori@j [

Such a matrix, nowadays referred to as the Schwarz matrix, was first presented in
[12] and is used extensively in control theo8].[ It also appears in circuit theory
under the name “Bckner matrix” B].

The tools used in this paper are the matricial and matrix norms and inequalities
concerning the spectral radius of a matrix and the spectral radius of a convenient
matricial norm p, 7, 11.

2. REesuLts

Singular valuesy; (j = 1,...,m), of S, are the positive square roots of the eigen-
values ofSTS. Thus it is useful to make known the structure of such a matrix, which
we present in the following Lemma.

Lemma 1. The matrixS'S associated with Schwarz mati$ of orderm > 5, is
of the form

P Q
Te _
whereP is the following symmetric matrix:
=3 0 —Sn 0 0
0 1+ sﬁwl 0 —-Sn1 :
- 0 ' ' 0
p=|m o € Qm-2(R).
0 -sm1 . - 0 -5
: : 0 1+s O
| O 0 -3 0 1+s3

Q=& | € Qm-a2pa(R), with Qe = [ 5 2, |, O the null matrix of ordem-4)x 2,

andR = [1;;5 22| e )
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Proor. The proof goes by induction with respect to the order of the m&rix o

Remarkl. If the order ofSis| = 2, 3,4, elementary calculations show ttﬁt&
is given by the formulae

T 3% S T Osg =
szszz[ , S;3S3=| 0 1+ SERR
9% 1+ -5 51 1+
and
A 0 -5 0
1+ 0 -5

0

T _

S4Sa = s 0 1+€ s
0

- s 1+

In the following proposition we establish two upper bounds for the squares of
singular values of the Schwarz matx

Matrix norms will be needed in what follows. F& = [aj] € .#5s(C) we
define the well-known matrix normgAll,, = max-12, . S21-5:1|a”-| and||All; =
maszl’z’_,.,sziszl lasj|. Since the matriceR andP are symmetric, by taking into ac-
count the form ofQ, we conclude that thé-||; and||-||., horms of these matrices
coincide; therefore, we just writg].

Proposition 1. The singular valuesy; (j = 1,...,m), of the Schwarz matri$
satisfy the inequalities

P R P RNZ = 4(lIP IRl = I|Ol1
2 < 1P+ IR+ /(1P -+ 2||) (IPIIRI - 1QI1%) "

and
v,-2 < IQIl + max{||PIl, IR} . 2

Proor. Consider the matrigTS = [QPT S] from Lemma 1, partitioned into the

four block matrices?, Q, QT, andR. Taking the matrix nornii-|| of each block of
STS, we obtain the matricial norm &S, denoted byM(STS). More precisely,

rey - | IPI QI
M(S S)_[IIQTII ||R||}’

where

Pl = max {IS5] +Isml. 11+ S5, 4] + ISmeal. ISzl + 11+ 51+ s,

=5,..., m-2

|6l + 11+ S5l, 15l + 11+ S3I};
I1QIl = max{|sal, Isal}, IQTII = QI and
IRl = maX|1 + S5 + Is1Spl, |1+ S| + 190} = 1+ |sy5o] + max(s], ).
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Bearing in mind the relation®$[7, 1]
vf <o(STS) <o[M(STS) < IMESTS)I (j=1.....m) (3)
concerning the spectral radigsand the matricial (and matrix) norms, we must com-
puteo [M(STS)] and|IM(STS)||. Hence, from dety1(STS) — 1] = 0, we obtain

IPI+ IR+ /QIPI+ IRID? = 4(IPIIRT = 1QI°
oM(STS)] = J ) ( )

and, applying relation (3), we get inequality (1). On the other hand, since
IM(STS)I| = 1QIl + max{|IP, IR},

applying relation (3) once again, we obtain inequality (2). ]

Examplel. Consider the Schwarz matrix

0 1 0 0
1 O 1 0
S=lo 27 0o 1|
0O 0 -16 -1
Since
1 O 1 0
0O 730 0 2
Ta _
S'S= 1 0 257 1§’
0 27 16 2

we haveP = [§8|. Q= Q" = [} %], andR = [ 3% 1|, with the o-norm equal to
730, 27, and 273, respectively. In this way, applying inequality (1)yferl,...,4,
we obtain

730+ 273+ \/(730+ 2732 - 4(730x 273- 27?)
vy < >
or, alternatively,v§ < 73158966, and so, < 27.047914. Applying inequality (2),
we obtain? < 27+ max73Q 273 and, thereforey, < 27.514.
Note that the singular values 8fcalculated directly are 2037, 160623, 1, and
0.0368428.

3. FiNaL REMARKS

As has been said above, there are reasons justifying our interest in establishing
upper bounds for the singular values of the Schwarz matrix, namely, these topics
have applications in control theory. Note that inequalities (1) and (2) presented in
Proposition 1 are of the Parodi typg(] and of the Carmichael and Mason typ#, [
respectively.
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Inequality (1) gives a bound more accurate than inequality (2), but the values in-
volved therein are more flicult to compute.
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