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1. INTRODUCTION

It is well-known that, formally, the methods used in the the theory of boundary
value problems for the investigation and approximate construction of solutions, can
be characterised as analytic, functional-analytic, numerical and numerical-analytic
ones (see, e. g. [1, 4, 7, 16, 20, 23] and the references therein). Among the numerical-
analytic methods we share out those which are based upon some types of successive
approximations.

In the theory of nonlinear oscillations, such types of numerical-analytic methods
were apparently first developed by Cesari [2], Hale [6], and Samoilenko [24–26].
The latter mentioned approach had later been developed for more general types of
boundary-value problems in numerous books and papers (see, e. g., [8–14,17,21,22,
22, 27–29]).

Methods of the numerical-analytic type, in a sense, combine, advantages of the
mentioned above approaches and are usually based upon certain iteration processes
constructed explicitly in analytic form. Such an approach belongs to the few of them
that offer constructive possibilities both for the investigation of the existence of solu-
tion and it approximate construction.

For a boundary value problem, the numerical-analytic approach usually replaces
the problem by the Cauchy problem for a suitably perturbed system containing some
artificially introduced vector parameter ´, which most often has the meaning of the
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initial value of the solution and the numerical value of which is to be determined
later. A solution of the Cauchy problem for the perturbed system is sought for in
an analytic form by successive approximations. The functional “perturbation term,”
by which the modified equation differs from the original one, depends explicitly on
the parameter ´ and generates a system of algebraic or transcendental “determining
equations” from which the numerical values of ´ should be found. The solvability
of the determining system, in turn, may be checked by studying some approxima-
tions constructed explicitly. It is clear that the complexity of the given equations and
boundary conditions has essential influence on both the efficiency of construction of
approximate solutions and the subsequent solvability analysis.

In order to guarantee the convergence, one usually assumes [11, 27–29] a kind of
the Lipschitz condition and requires a certain smallness restriction, which most often
has the form

r.K/� qT ; (1.1)

whereK is the Lipschitz matrix and qT is a constant depending on the period T . The
improvement of the condition then consists in minimising the value of qT .

The aim of this paper is to show how a suitable interval halving and parametriza-
tion techniques can, under fairly general assumptions, weaken (1.1) to

r.K/� 2qT (1.2)

and, thus, essentially improve the sufficent convergence conditions established in [11,
24–27] for the periodic successive approximations related to the periodic solutions of
non-linear non-autonomous systems of ordinary differential equations.

2. LIST OF SYMBOLS

We fix an n 2N and a bounded set D � Rn. The following symbols and conven-
tions are used in the sequel:

(1) j�j, � for vectors from Rn are understood component-wise.
(2) supff .´/ W ´ 2Qg for any f D .fi /niD1 WQ! Rn, where Q � Rm, m � n,

is defined as the column vector with components supffi .´/ W ´ 2 Qg, i D
1;2; : : : ;n. The symbol maxff .´/ W ´ 2Qg is defined by analogy.

(3) The “vector-valued diameter” of a set Q � Rn is defined by the equality

diamQ WD supfj´1�´2j W f´1;´2g �Qg: (2.1)

(4) d.Q/: see (7.26).
(5) r.K/ is the maximal, in modulus, eigenvalue of a matrix K
(6) ıJ;D.f /: see (4.2).
(7) %�: see (4.3) and (4.4).
(8) D.r/: see Definition 4.1, formula (4.1).
(9) Q�Q WD f´1�´2 W f´1;´2g �Qg for any Q � Rn.
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3. MOTIVATION, PROBLEM SETTING, AND BASIC ASSUMPTIONS

In the papers [24,25], Samoilenko had suggested a method for studying T -periodic
solutions of a system of non-linear ordinary differential equations

u0.t/D f .t;u.t//; t 2 .�1;1/; (3.1)

where f W R�D! Rn is a continuous function such that

f .t;´/D f .tCT;´/ (3.2)

for all ´ 2D and all t 2 .�1;1/. Here, T is a given positive number and D is the
closure of a bounded and connected domain in Rn:

We are interested in continuously differentiable solutions of system (3.1) which
are periodic with period T: From now on, instead T -periodic solutions of (3.1), we
shall deal with solutions of the corresponding periodic boundary value problem on
the bounded interval Œ0;T �

u0.t/D f .t;u.t//; t 2 Œ0;T �; (3.3)

u.0/D u.T /: (3.4)

The passage to problem (3.3), (3.4) is justified by assumption (3.2) and the following
standard lemma (see, e. g., [11, Lemma 3.1] or [3, Lemma 2.2.1]) which is given here
for completeness.

Lemma 3.1. If a function u W .�1;1/!D is a T�periodic solution of a system
(3.1), then its restriction to Œ0;T � satisfies (3.3), (3.4). Conversely, if, under assump-
tion (3.2), a function u W Œ0;T �!D is a solution of the boundary value problem (3.3),
(3.4), then its continuous T -periodic extension to .�1;1/ is a T -periodic solution
of system (3.1).

Our study of the periodic boundary value problem (3.3), (3.4) is based on the as-
sumption that the non-linearity f W Œ0;T ��D! Rn is Lipschitzian in the space vari-
able. For the sake of simplicity, we assume that there exists a non-negative constant
matrix K D .kij /ni;jD1 such that

jf .t;x1/�f .t;x2/j �K jx1�x2j (3.5)

for all fx1;x2g �D and t 2 Œ0;T �.
Here and below, the obvious notation jxj D col.jx1j ; jx2j ; :::; jxnj/ is used. The

inequalities and the signs “max” and “min” for vectors are understood component-
wise.

The method of [24,25], originally called numerical-analytic method for the inves-
tigation of periodic solutions, was later referred to also as numerical-analytic method
of periodic successive approximations [11, 27–29].

The scheme of the method, which is described, in a suitable for us form, by Propo-
sitions 5.1 and 5.5 below, is extremely simple and deals with the investigation of the
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parametrised equation

u.t/D ´C

Z t

0

f .s;u.s//ds�
t

T

Z T

0

f .s;u.s//ds; t 2 Œ0;T �; (3.6)

where ´ 2 D is an parameter to be chosen later. For convenience of reference, we
formulate the statements for the p-periodic problem

u0.t/D g.t;u.t//; t 2 Œt0; t0Cp�; (3.7)

u.t0/D u.t0Cp/; (3.8)

where g W Œt0; t0Cp��Rn! Rn and t0 2 .�1;1/ is arbitrary but fixed.

4. NOTATION

The notion of a set D.r/ associated with D, which could have been called an
r-core of D, will often be used in the sequel.

Definition 4.1. For any non-negative vector r 2 Rn, we put

D.r/ WD f´ 2D W B.´;r/�Dg ; (4.1)

where B.´;r/ WD f� 2 Rn W j��´j � rg:

Definition 4.2. Given a closed interval J � R, define the vector

ıJ;D.f / WD max
.t;´/2J�D

f .t;´/� min
.t;´/2J�D

f .t;´/: (4.2)

Finally, let the positive number %� be determined by the equality

%�1� D inf
�
q > 0 W q�1 D

Z 1
2

0

exp
�
�.� �1/q

�
d�

�
: (4.3)

Note that the constant %� had already appeared in the literature, and it can be defined
in various ways (see, e. g., [11, 16] for more details). One can show that

%� � 0:2927: (4.4)

5. p-PERIODIC SUCCESSIVE APPROXIMATIONS: THE ORIGINAL VERSION

The original, unmodified, periodic successive approximations scheme for the p-
periodic problem (3.7), (3.8) is constructed as follows. With problem (3.7), (3.8), we
associate the sequence of functions um.�;´/, m� 0, defined according to the rule

u0.t;´/ WD ´;

um.t;´/ WD ´C

Z t

t0

g.s;um�1.s;´//ds�
t � t0

p

Z t0Cp

t0

g.s;um�1.s;´//ds
(5.1)

for t 2 Œt0; t0Cp� and m D 1;2; : : : , where the vector ´ D col.´1;´2; : : : ;´n/ is re-
garded as a parameter whose value is to be determined later. The following proposi-
tion is a consequence of [8, Theorem 1].
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Proposition 5.1 ([8]). Let the function g satisfy the Lipschitz condition of form (3.5)
with a matrix K for which the inequality

r.K/ <
1

p%�
(5.2)

holds, and moreover
D.p

4
ıŒt0;t0Cp�;D.g//¤¿: (5.3)

Then, for any fixed ´ 2D.p
4
ıŒt0;t0Cp�;D.g//, the following assertions are true:

(1) Sequence (5.1) converges to a limit function

u1.t;´/D lim
m!1

um.t;´/ (5.4)

uniformly in t 2 Œt0; t0Cp�:
(2) The limit function (5.4) satisfies p-periodic boundary conditions

u1.t0;´/D u1.t0Cp;´/:

(3) The function u1.�;´/ is the unique solution of Cauchy problem

u0.t/D g.t;u.t//�p�1�.´/; t 2 Œt0; t0Cp�; (5.5)

u.t0/D ´; (5.6)

where

�.´/ WD

Z t0Cp

t0

g.�;u1.�;´//d�: (5.7)

(4) Given an arbitrarily small positive ", one can choose a number m" � 1 such
that the estimate

jum.t;´/�u1.t;´/j �
˛m"

.t/

2
Km"�1.pc"K/

m�m"C1 .1n�pc"K/
�1 ıŒt0;t0Cp�;D.g/

holds for all t 2 Œt0; t0Cp� and m�m", where

c" WD %�C ": (5.8)

Remark 5.2. According to Definition 4.1, condition (5.3) means the non-emptiness
of the p

4
ıŒt0;t0Cp�;D.g/-core of the set D, where the vector ıŒt0;t0Cp�;D.g/ is given

by formula (4.2). This correlates with the natural idea that the domain where the
Lipschitz condition is assumed should be wide enough.

The proof of Proposition 5.1 is based on Lemma 5.3 formulated below, which
provides an estimate for the sequence of functions ˛m, m� 0, given by the formula

˛m.t/ WD

�
1�

t � t0

p

�Z t

t0

˛m�1.s/dsC
t � t0

p

Z t0Cp

t

˛m�1.s/ds (5.9)

where ˛0.t/ WD 1, t 2 Œt0; t0Cp�, m� 1.



464 A. RONTÓ AND M. RONTÓ

Lemma 5.3. Given an arbitrary " 2 .0;C1/, one can specify an integer m" � 1
such that

˛mC1.t/� p .%�C "/˛m.t/ (5.10)
for all t 2 Œt0; t0Cp� and m�m", where %� � 0:2927 is given by (4.3).

Proof. The assertion is easily derived from [8, Lemma 3] by transforming the time
interval to Œt0; t0Cp�. �

Remark 5.4. It follows from [19, Lemma 4] that if "� "0, where

"0 WD
3

10
�%� � 0:00727; (5.11)

then m" D 1 in Lemma 5.3.

Proposition 5.1 suggests that there is a relation between p-periodic solutions of the
given differential equation and those of the perturbed equation (5.5), which are, at the
same time, solutions of the initial value problem (5.5), (5.6). The following statement
shows that, by choosing the value of ´ appropriately, one can use function (5.4) to
construct a solution of the original periodic problem (3.3), (3.4).

Proposition 5.5. Let the assumptions of Proposition 5.1 hold. Then:
(1) Given a ´ 2D.p

4
ıŒt0;t0Cp�;D.g//, the function u1 .�;´/ is a solution of the

p-periodic boundary value problem (3.7), (3.8) if and only if ´ is a root of
the equation

�.´/D 0: (5.12)
(2) For any solution u.�/ of problem (3.7), (3.8) with u.t0/2D.

p
4
ıŒt0;t0Cp�;D.g//,

there exists a ´0 such that u.�/D u1 .�;´0/.

The important assertion (2) means that equation (5.12), usually referred to as a
determining equation, allows one to track all the solutions of the periodic boundary
value problem (3.3), (3.4). The original infinite-dimensional problem is thus reduced
to a system of n numerical equations.

Proof of Proposition 5.5. The statement is a consequence of [8, Corollary 1] and
[15, Lemma 3.5]. �

The method thus consists of two parts, namely, the analytic part, when the integral
equation (3.6) is dealt with by using the method of successive approximations (5.1),
and the numerical one which consists in finding a value of the unknown parameter
from equation (5.12).

We also note that it is possible to prove the existence of a solution based on the
properties of a certain iteration um .�;´/, constructed explicitly for a certain fixed m,
by studying the approximate determining system

�m.´/D 0;
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where �m WD! Rn is defined by the formula

�m.´/ WD

Z t0Cp

t0

g.s;um.s;´//ds; ´ 2D:

This topic is discussed in detail, in particular, in [11], whereas a theorem of the kind
specified, which corresponds to the scheme developed here, is proved in Section 10
below.

In view of (4.4), assumption (5.2), which is essential for the proof of the uniform
convergence of sequence (5.1), can be rewritten in the form

pr.K/ < 3:4161: : : : (5.13)

Inequality (5.13) can be treated either as a kind of upper bound for the Lipschitz ma-
trix or as a smallness assumption on the period p, the latter interpretation presenting
the scheme as particularly appropriate for the study of high-frequency oscillations.

Without assumption (5.13), Lemma 5.3 does not guarantee the convergence of
sequence (5.1) directly. Nevertheless, it turns out that this limitation can be overcome.
We are going to show that, by using a suitable parametrisation and modifying the
scheme appropriately, one can always weaken the smallness condition (5.2) so that
the constant on its right-hand side is doubled:

r.K/ <
2

p%�
: (5.14)

6. INTERVAL HALVING AND PARAMETRISATION

Our aim is to show that the approach described above can also be used in the
cases where the smallness condition (5.2), which guarantees the convergence, is not
satisfied. For this purpose, a natural trick based on the interval halving can be used.

The idea is surprisingly simple: along with the periodic boundary value problem
(3.3), (3.4), consider two auxiliary problems,

x0.t/D f .t;x.t// ; t 2 Œ0; 1
2
T �; (6.1)

x
�T
2

�
�x .0/D � (6.2)

and

y0.t/D f .t;y.t// ; t 2 Œ1
2
T;T �; (6.3)

y.T /�y
�T
2

�
D��; (6.4)

where � D col.�1; :::;�n/ is a parameter. Our further reasoning related to problem
(3.3), (3.4) uses the following simple observation.
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Proposition 6.1. Let x W Œ0; 1
2
T �! Rn and y W Œ1

2
T;T �! Rn be solutions of prob-

lems (6.1), (6.2) and (6.3), (6.4), respectively, with a certain value of � 2 Rn. Then
the function

u.t/ WD �T .t/x.t/C .1��T .t//

�
y.t/�y

�T
2

�
Cx

�T
2

��
; t 2 Œ0;T �; (6.5)

where �T .t/D 1 for 0� t < 1
2
T and �T .t/D 0 for 1

2
T � t � T , is a solution of the

periodic problem boundary value problem (3.4) for the equation

u0.t/D f

�
t;u.t/C .1��T .t//

�
y
�T
2

�
�x

�T
2

���
; t 2 Œ0;T �: (6.6)

Conversely, if a certain function u W Œ0;T �! Rn is a solution of problem (3.3),
(3.4), then its restrictions x WD ujŒ0; 1

2
T � and y WD ujŒ 1

2
T;T � to the corresponding in-

tervals satisfy, respectively, problems (6.1), (6.2) and (6.3), (6.4).

Proof. The idea is to rewrite the periodic boundary condition (3.4) in the form

u.0/�u
�T
2

�
Cu

�T
2

�
�u.T /D 0: (6.7)

Then it is obvious from (6.2) and (6.4) that the function u given by (6.5) satisfies
(6.7) and, hence, condition (3.4) holds. Moreover, it is clear from (6.5) that u.1

2
T /D

x.1
2
T /. Thus, u is continuous at the point 1

2
T and, hence, u 2 C.Œ0;T �;Rn/. By

direct computation, one easily verifies that function (6.5) satisfies equation (6.6) and,
therefore, is a solution of problem (3.4), (6.6).

On the other hand, if a certain function u W Œ0;T �! Rn is a solution of problem
(3.3), (3.4), then its restriction x WD ujŒ0; 1

2
T � to the interval Œ0; 1

2
T � satisfies (6.2) with

� WD u
�T
2

�
�u.0/: (6.8)

Put now y WD ujŒ 1
2
T;T �. Then, due to (3.4) and (6.8), we have

y.T /�y
�T
2

�
D u.0/�u

�T
2

�
D��

and, therefore, y has property (6.4) with � given by (6.8). �

Proposition 6.1 suggests one the idea to treat the T -periodic problem (3.3), (3.4) as
a kind of join of two independent two-point problems. More precisely, one may try to
solve independently the auxiliary problems (6.1), (6.2) and (6.3), (6.4), considering
� as an unknown parameter, and then “glue” their solutions together by choosing the
value of � so that (6.9) holds. A rigorous formulation is contained in the following
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Proposition 6.2. Assume that x W Œ0; 1
2
T �!Rn and y W Œ1

2
T;T �!Rn are solutions

of problems (6.1), (6.2) and (6.3), (6.4), respectively, for a certain value of � 2 Rn.
Then the function u W Œ0;T �! Rn given by formula (6.5) is a solution of problem
(3.3), (3.4) if and only if the equality

x
�T
2

�
D y

�T
2

�
(6.9)

holds.
Conversely, if a certain u W Œ0;T �! Rn is a solution of problem (3.3), (3.4), then

the functions x WD ujŒ0; 1
2
T � and y WD ujŒ 1

2
T;T � satisfy, respectively, problems (6.1),

(6.2) and (6.3), (6.4).

Proof. It is sufficient to apply Proposition 6.1 and take into account the fact that,
for x W Œ0; 1

2
T �! Rn and y W Œ1

2
T;T �! Rn satisfying (6.9), equality (6.6) coincides

with (3.3).
The second part of the assertion is a repetition of that of Proposition 6.1. Note that

condition (6.9) is satisfied automatically in that case. �

7. SUCCESSIVE APPROXIMATIONS ON SMALLER INTERVALS

Let us now turn to the construction of the successive approximation scheme re-
lated to the T -periodic problem (3.3), (3.4). As Proposition 6.2 suggests, we shall
first deal with the auxiliary problems (6.1), (6.2) and (6.3), (6.4), for which purpose
appropriate iteration processes will be introduced.

More precisely, for any � 2 Rn and � 2 Rn, we set

x0.t; �;�/ WD �C
2t

T
�; t 2 Œ0; 1

2
T �; (7.1)

and define the recurrence sequence of functions xm W Œ0; 12T �� R2n ! Rn, m D
0;1; : : : , by putting

xm.t; �;�/ WD

Z t

0

f .s;xm�1 .s;�;�//ds�
2t

T

Z T
2

0

f .s;xm�1 .s;�;�//ds

C �C
2t

T
�; t 2 Œ0; 1

2
T �; (7.2)

for all mD 1;2; : : : :
Introduce the functions N̨m W Œ0; 12T �! Œ0;C1/ and NN̨m W Œ12T;T �! Œ0;C1/,

m� 0, by putting N̨0 � 1, NN̨0 � 1,

N̨mC1.t/ WD

�
1�

2t

T

�Z t

0

N̨m.s/dsC
2t

T

Z 1
2
T

t

N̨m.s/ds (7.3)
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for t 2 Œ0; 1
2
T �, and

NN̨mC1.t/ WD 2

�
1�

t

T

�Z t

1
2
T

NN̨m.s/dsC

�
2t

T
�1

�Z T

t

NN̨m.s/ds (7.4)

for t 2 Œ1
2
T;T �. In particular, we have

N̨1.t/D 2t

�
1�

2t

T

�
; t 2 Œ0; 1

2
T �; (7.5)

and

NN̨1.t/D 2

�
1�

t

T

�
.2t �T /; t 2 Œ1

2
T;T �: (7.6)

Functions (7.3) and (7.4) are involved in the estimates of convergence given in the
sequel. In the case of the iteration process (7.2), we have the following

Theorem 7.1. Let the vector-function f W Œ0;T ��D ! Rn satisfy the Lipschitz
condition (3.5) on the set D with a matrix K such that

r.K/ <
2

T%�
; (7.7)

where the constant %� is determined by equality (4.3). Moreover, assume that there
exists a set D �D such that

D.T
8
ıŒ0; 1

2
T �;D.f /CdiamD/¤¿: (7.8)

Then, for all � 2D �D and � 2D.T
8
ıŒ0; 1

2
T �;D.f /CdiamD/:

(1) For any m� 1, xm.�; �;�/ satisfies the boundary conditions

xm.
1
2
T;�;�/�xm.0;�;�/D �: (7.9)

(2) The uniform, in t 2 Œ0; 1
2
T �, limit

lim
m!1

xm.t; �;�/DW x1 .t; �;�/ (7.10)

exists, and moreover,

x1.
1
2
T;�;�/�x1.0;�;�/D �: (7.11)

(3) The function x1 .�; �;�/ is the unique solution of the Cauchy problem

x0.t/D f .t;x.t//C2T �1�.�;�/; (7.12)

x.0/D �; (7.13)

where

�.�;�/ WD ��

Z T
2

0

f .�;x1.�;�;�//d�: (7.14)
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(4) For an arbitrarily small positive ", one can find a number m" � 1 such that
the function

�m.�; �;�/ WD xm.�; �;�/�x1.�; �;�/

satisfies the estimate

j�m.t; �;�/j �
1

2
N̨m"

.t/Km"�1.1
2
Tc"K/

m�m"C1
�
1n�

1
2
Tc"K

��1
ıŒ0; 1

2
T �;D.f /

(7.15)
for all t 2 Œ0; 1

2
T � and m�m", where c" is given by (5.8).

Recall that the non-negative vector diamD appearing in condition (7.8) is defined
according to formula (2.1). By D �D , we mean the set of all the differences ´1�´2
with ´1 and ´2 both belonging to D . The proof of Theorem 7.1 is postponed till
Section 8.4.

Remark 7.2. The error estimate (7.15) may look inconvenient because it is guaran-
teed starting from a sufficiently large iteration number,m", depending on the value of
" which can be arbitrarily small. It is, however, quite transparent when the required
constant is not “too close” to %� (i. e., if " is not “too small”).

More precisely, as is seen from the proof given in Section 8, m" in Theorem 7.1
is, in fact, the very number appearing in Lemma 5.3. In view of Remark 5.4, m" D 1
for "� "0, where

"0 � 0:00727

is given by formula (5.11). Consequently, inequality (7.15) with " � "0 holds for an
arbitrary value of m� 1.

By analogy to Theorem 7.1, let us now consider the parametrised boundary value
problem (6.3), (6.4) on the interval Œ1

2
T;T �. Put

y0.t;�;�/ WD ��

�
2t

T
�1

�
�; t 2 Œ1

2
T;T �; (7.16)

and introduce the functions ym W Œ12T;T ��R2n!Rn,m� 1, according to the formula

ym.t;�;�/ WD

Z t

T
2

f .s;ym�1 .s;�;�//ds�

�
2t

T
�1

�Z T

T
2

f .s;ym�1 .s;�;�//ds

C��

�
2t

T
�1

�
�; t 2 Œ1

2
T;T �; (7.17)

for all � and � from Rn.
Let D be the set appearing in Theorem 7.1. Then the following statement on

sequence (7.17) holds.
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Theorem 7.3. Assume that the vector-function f satisfies conditions (3.5), (7.7),
and, moreover,

D.T
8
ıŒ 1

2
T;T �;D.f /CdiamD/¤¿: (7.18)

Then, for all fixed � 2D �D and � 2D.T
8
ıŒ 1

2
T;T �;D.f /CdiamD/:

(1) For any m� 1, ym.�;�;�/ satisfies the boundary conditions

ym.T;�;�/�ym.
1
2
T;�;�/D��: (7.19)

(2) The uniform, in t 2 Œ1
2
T;T �, limit

lim
m!1

ym.t;�;�/DW y1 .t;�;�/ (7.20)

exists, and moreover,

y1.T;�;�/�y1.
1
2
T;�;�/D��: (7.21)

(3) The function y1 .�;�;�/ is the unique solution of the Cauchy problem

y0.t/D f .t;y.t//C2T �1H.�;�/; (7.22)

y.1
2
T /D �; (7.23)

where

H.�;�/ WD ���
Z T

T
2

f .�;y1.�;�;�//d�: (7.24)

(4) For an arbitrarily small positive ", one can find a number m" � 1 such that
the function

 m.�;�;�/ WD ym.�;�;�/�y1.t;�;�/

satisfies the estimate

j m.t;�;�/j �
1

2
NN̨m"

.t/Km"�1.1
2
Tc"K/

m�m"C1
�
1n�

1
2
Tc"K

��1
ıŒ 1

2
T;T �;D.f /

(7.25)
for all t 2 Œ1

2
T;T � and m�m", where c" is given by (5.8).

Remark 7.4. By analogy to Remark 7.2, one can conclude that the validity of
estimate (7.25) is ensured for all m � 1 provided that " � "0 with "0 given by for-
mula (5.11).

Theorems 7.1 and 7.3 suggest that sequences (7.2) and (7.17) can be used to con-
struct the solutions of auxiliary problems (6.1), (6.2) and (6.3), (6.4), and ultimately
of the original problem (3.3), (3.4).

Remark 7.5. As will be seen from the proofs (Section 8), Theorems 7.1 and 7.3
could have been formulated so that the inclusion �2D�D would be replaced by �2
�0 (Theorem 7.1) and �� 2�1 (Theorem 7.3), where �0 and �1 are certain sets in
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Rn where the unknown values of � and�� are expected to belong. Assumptions (7.8)
and (7.18) would then be replaced by the conditions

D.T
8
ıŒ0; 1

2
T �;D.f /Cd.�0//¤¿;

D.T
8
ıŒ 1

2
T;T �;D.f /Cd.�1//¤¿;

where
d.Q/ WD supfj´j W ´ 2Qg (7.26)

for any non-empty Q � Rn.
The present choice �0 D D �D , �1 D D �D , with D � D, is rather natural

because, as follows from the form of the auxiliary boundary conditions (6.2) and
(6.4), the looked-for values of � are, in fact, always differences of values of the
solutions at some of the points 0, 1

2
T , T , and all those values should lie in D.

The last two statements are summarised in the following

Theorem 7.6. Assume that the vector-function f satisfies conditions (3.5), (7.7),
and, moreover,

D.T
8

maxfıŒ0; 1
2
T �;D.f /; ıŒ 1

2
T;T �;D.f /gCdiamD/¤¿; (7.27)

Then, for any � 2D.T
8
ıŒ0; 1

2
T �;D.f /C diamD/, � 2D.T

8
ıŒ 1

2
T;T �;D.f /C diamD/,

and � 2D �D , the assertions of Theorems 7.1 and 7.3 hold.

8. PROOF OF CONVERGENCE THEOREMS

The proof of Theorems 7.1 and 7.3, which will be given in Section 8.4, uses the
fact that, by modifying the problem suitably, the inhomogeneous terms in the bound-
ary conditions (6.2) and (6.4) can be removed so that techniques similar to Proposi-
tion 5.1 can be applied.

8.1. Making the boundary conditions periodic

Let D be the set appearing in the formulation of Theorem 7.1. For any fixed
� 2D �D , consider the boundary value problems

Qx0.t/D f
�
t; Qx.t/C

2t

T
�
�
�
2

T
�; t 2 Œ0; 1

2
T �; (8.1)

Qx
�T
2

�
� Qx .0/D 0 (8.2)

and

Qy0.t/D f
�
t; Qy.t/C

�
1�

2t

T

�
�
�
C
2

T
�; t 2 Œ1

2
T;T �; (8.3)

Qy.T /� Qy
�T
2

�
D 0: (8.4)

Then, by direct computation, one easily finds that
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Lemma 8.1. The following assertions are true for an arbitrary � 2 Rn:

(1) A function Qx W Œ0; 1
2
T �! Rn satisfies (8.1), (8.2) if and only if the function

x.t/ WD Qx.t/C
2t

T
�; t 2 Œ0; 1

2
T �; (8.5)

is a solution of problem (6.1), (6.2).
(2) A function Qy W Œ1

2
T;T �! Rn satisfies (8.3), (8.4) if and only if the function

y.t/ WD Qy.t/C
�
1�

2t

T

�
�; t 2 Œ1

2
T;T �; (8.6)

is a solution of problem (6.3), (6.4).

Keeping this equivalence in mind, one can deal with problems (6.1), (6.2) and
(6.3), (6.4) by using Proposition 5.1, for which purpose the corresponding iteration
process should be constructed. Indeed, for any fixed � 2 Rn and .�;�/ 2D2, let us
put

Qxm.t; �;�/ WD �C

Z t

0

f
�
s; Qxm�1 .s;�;�/C

2s

T
�
�
ds

�
2t

T

Z T
2

0

f
�
s; Qxm�1 .s;�;�/C

2s

T
�
�
ds; t 2 Œ0; 1

2
T �;

(8.7)

and

Qym.t;�;�/ WD �C

Z t

T
2

f
�
s; Qym�1 .s;�;�/C

�
1�

2s

T

�
�
�
ds

�

�
2t

T
�1

�Z T

T
2

f
�
s; Qym�1 .s;�;�/C

�
1�

2s

T

�
�
�
ds; t 2 Œ1

2
T;T �;

(8.8)

for all mD 1;2; : : : , where

Qx0.t; �;�/ WD �; t 2 Œ0; 1
2
T �; (8.9)

Qy0.t;�;�/ WD �; t 2 Œ1
2
T;T �: (8.10)

Similarly to Proposition 5.1, we see that functions (8.7) and (8.8) have the proper-
ties

Qxm.0;�;�/D Qxm.
T
2
; �;�/;

Qym.
T
2
;�;�/D Qym.T;�;�/

for all � , �, and m.
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8.2. Estimates of non-linearities

For any fixed � 2D �D , put

D�;i WD
n
´ 2 Rn W ´C .�1/i�� 2D for all � 2 Œ0;1�

o
(8.11)

for i 2 f0;1g.

Lemma 8.2. Let � 2D �D be arbitrary. Then:
(1) f�C2tT �1� W t 2 Œ0; 1

2
T �g �D if and only if � 2D�;0.

(2) f�C .1�2tT �1/� W t 2 Œ1
2
T;T �g �D if and only if � 2D�;1.

Proof. Indeed, if � 2D�;0, then, according to (8.11), ´C�� 2D for all � 2 Œ0;1�,
and therefore �C 2T �1�t 2 D for any t 2 Œ0; 1

2
T �. Similarly, given an � 2 D�;1,

we have �� �� 2 D for all � 2 Œ0;1� and, hence, �C .1� 2tT �1/� 2 D for t 2
Œ1
2
T;T �. �

When estimating the integral terms in (8.7) and (8.8), the following result will be
used.

Lemma 8.3 ([19]). Let u W Œ0;T �! Rn be continuous. The following estimates
are true:Z t

0

 
u.s/�

2

T

Z T
2

0

u.�/d�

!
ds �

1

2
N̨1.t/ max

s2Œ0;t�;�2Œt; 1
2
T �

ju.s/�u.�/j (8.12)

for t 2 Œ0; 1
2
T � andZ t

T
2

 
u.s/�

2

T

Z T

T
2

u.�/d�

!
ds �

1

2
NN̨1.t/ max

s2Œ 1
2
T;t�;�2Œt;T �

ju.s/�u.�/j (8.13)

for t 2 Œ1
2
T;T �.

Here, as before, the inequalities between vectors and the operation “max” for vec-
tor functions are understood in the component-wise sense.

Proof of Lemma 8.3. The assertion is obtained along the lines of proof of [19,
Lemma 3] after rescaling the original interval to Œ0; 1

2
T � and Œ1

2
T;T � respectively.

The main points of the proof being the same, the details are omitted. �

Given arbitrary i 2 f0;1g and y 2 C.Œ1
2
iT; 1

2
.iC1/T �;Rn/, put

.Piv/.t/ WD

Z t

i
2
T

v.s/ds�

�
2t

T
� i

�Z iC1
2
T

i
2
T

v.s/ds (8.14)

for all t 2 Œ1
2
iT; 1

2
.iC1/T �. It is clear that the linear mapping Pi transforms the space

C.Œ1
2
iT; 1

2
.iC1/T �;Rn/ to itself.
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Lemma 8.4. The estimate

j.P0v/.t/j �

�
1C i �

2t

T

�Z t

i
2
T

jv.s/jdsC

�
2t

T
� i

�Z iC1
2
T

t

jv.s/jds (8.15)

holds for any i 2 f0;1g, v 2 C.Œ1
2
iT; 1

2
.iC1/T �;Rn/, and t 2 Œ1

2
iT; 1

2
.iC1/T �.

Proof. Estimate (8.15) is established by direct computation using (8.14). �

Now define the functions X� W Œ0; 12T ��D! Rn and Y� W Œ12T;T ��D! Rn by
setting

X�.t; �/ WD f
�
t; �C

2t

T
�
�
; .t; �/ 2 Œ0; 1

2
T ��D; (8.16)

and

Y�.t;�/ WD f
�
t;�C

�
1�

2t

T

�
�
�
; .t;�/ 2 Œ1

2
T;T ��D: (8.17)

Lemma 8.5. Let � 2D �D , and u W Œ0; 1
2
T �! Rn, v W Œ1

2
T;T �! Rn be arbitrary

functions such that fu.t/ W t 2 Œ0; 1
2
T �g �D�;0 and fv.t/ W t 2 Œ1

2
T;T �g �D�;1. Then:

(1) For t 2 Œ0; 1
2
T �,

jP0X�.�;u.�//j.t/�
1

2
N̨1.t/ıŒ0; 1

2
T �;D.f /

�
T

8
ıŒ0; 1

2
T �;D.f / (8.18)

(2) For t 2 Œ1
2
T;T �,

jP1Y�.�;v.�//j.t/�
1

2
NN̨1.t/ıŒ 1

2
T;T �;D.f /

�
T

8
ıŒ 1

2
T;T �;D.f /: (8.19)

Recall that we use notation (4.2).

Proof. Let us fix a � 2 D �D . Let us prove, e. g., inequality (8.19). Take an
� 2D�;1. Applying inequality (8.13) of Lemma 8.3 with uD Y�.�;�/, we obtain the
estimate

j.P1Y�.�;v.�///.t/j �
1

2
NN̨1.t/ max

s2Œ 1
2
T;t�;�2Œt;T �

jY�.s;v.s//�Y�.�;v.�//j (8.20)

valid for t 2 Œ1
2
T;T �. Since v has values in D�;1, Lemma 8.2 ensures that v.t/C

2tT �1� 2 D for all t 2 Œ0; 1
2
T � and, therefore, considering (8.17), we see that the
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Lipschitz condition (3.5) assumed for f can be applied in (8.20). Then (8.17) and
(8.20) yield the estimate

j.P1Y�.�;v.�///.t/j �
1

2
NN̨1.t/ıŒ 1

2
T;T �;D.f /; t 2 Œ1

2
T;T �: (8.21)

It now remains to observe that the maximal value of the function NN̨1 given by equality
(7.6) is attained at 3

4
T and

max
t2Œ 1

2
T;T �

NN̨1.t/D
T

4
; (8.22)

which leads us immediately to (8.13).
Inequality (8.18) is proved similarly by estimating the value of P0 on the function

X�.�;u.�// with u.Œ0; 1
2
T �/�D�;0 and using the equality

max
t2Œ0; 1

2
T �

N̨1.t/D
T

4
(8.23)

which is obtained directly from formula (7.5) using the fact that maxt2Œ0; 1
2
T � N̨1.t/D

N̨1.
1
2
/. Indeed, similarly to (8.21), one shows that

j.P0X�.�;u.�///.t/j �
1

2
N̨1.t/ıŒ0; 1

2
T �;D.f /; t 2 Œ0; 1

2
T �: (8.24)

The required estimate (8.18) is then a direct consequence of relations (8.23) and
(8.24). Inequality (8.18) is established in a similar way. �

8.3. Functions N̨m and NN̨m, mD 0;1; : : :

We need the following estimates for the sequences of functions (7.3) and (7.4).

Lemma 8.6. Given any " 2 .0;C1/, one can specify an integer m" � 1 such that
the estimates

N̨mC1.t/�
1

2
T .%�C "/ N̨m.t/; t 2 Œ0; 1

2
T �; (8.25)

and

NN̨mC1.t/�
1

2
T .%�C "/ NN̨m.t/; t 2 Œ1

2
T;T �; (8.26)

hold for all m�m", where %� is defined by (4.3).

Proof. Estimate (8.25) (resp., (8.26)) is obtained directly from Lemma 5.3 by
putting t0 WD 0 (resp., t0 WD 1

2
T ) and p WD 1

2
T in (5.9). �

Remark 8.7. It follows immediately from (8.25) and (8.26) that

N̨mC1.t/�

�
T

2

�m�m"C1

.%�C "/
m�m"C1 N̨m"

.t/; t 2 Œ0; 1
2
T �; (8.27)
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and

NN̨mC1.t/�

�
T

2

�m�m"C1

.%�C "/
m�m"C1 NN̨m"

.t/; t 2 Œ1
2
T;T �; (8.28)

for all m �m", where m" is the integer appearing in Lemma 8.6. Inequalities (8.27)
and (8.28) improve the corresponding estimate from the work [20].

8.4. Proofs of Theorems 7.1 and 7.3

We shall use an approach similar to that described in Proposition 5.1 adopting it
appropriately to problems (6.1), (6.2) and (6.3), (6.4).

Proof of Theorem 7.1. Let � 2D �D and

� 2D.T
8
ıŒ0; 1

2
T �;D.f /CdiamD/ (8.29)

be fixed. It is not difficult to verify by computation that Qxm.�; �;�/, m� 0, coincides
with sequence (5.1) for t0 D 0, p D 1

2
T , and g D X�� 2T �1�, where the function

X� W Œ0;
1
2
T ��D! Rn is defined according to (8.16).

Let us show that
f Qxm.t; �;�/ W t 2 Œ0;

1
2
T �g �D�;0 (8.30)

for all m � 0. For m D 0, the validity of inclusion (8.30) is guaranteed directly by
(8.9) and (8.29). Indeed, for all � 2 Œ0;1� and ´ such that

j��´j �
T

8
ıŒ0; 1

2
T �;D.f /;

the estimates

j�C���´j � j��´jC j�j

� j��´jCdiamD

�
T

8
ıŒ0; 1

2
T �;D.f /CdiamD (8.31)

hold. In (8.31), we have used the assumption that � belongs to D �D . By virtue of
(8.29), inequality (8.31) guarantees that ´C�� 2D, i. e., � 2D�;0 and (8.30) holds
with mD 0.

Assume that (8.30) holds for a certain value of m and show that the inclusion

f QxmC1.t; �;�/ W t 2 Œ0;
1
2
T �g �D�;0 (8.32)

holds as well.
Indeed, considering definition (8.7) and recalling notation (8.14), we conclude

that, for all m, the identity

QxmC1.�; �;�/� � D P0X�.�; Qxm.�; �;�// (8.33)
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holds. Here, we have used the fact that P0c D 0 for every c 2 Rn. Therefore, taking
assumption (8.30) and inequality (8.18) of Lemma 8.5 into account, we obtain the
estimates

j QxmC1.t; �;�/� �j �
T

8
ıŒ0; 1

2
T �;D.f /

valid for all t 2 Œ0; 1
2
T �.

Therefore,

j QxmC1.t; �;�/C��� �j �
T

8
ıŒ0; 1

2
T �;D.f /Cj�j

�
T

8
ıŒ0; 1

2
T �;D.f /CdiamD (8.34)

for all � 2 Œ0;1� and t 2 Œ0; 1
2
T �. However, in view of notation (4.1), estimate (8.34)

implies that

f QxmC1.t; �;�/C�� W � 2 Œ0;1�; t 2 Œ0;
1
2
T �g �D;

which means that (8.32) holds. Thus, inclusion (8.30) is true for all m� 0.
Now, following [8], consider the differences

Ndm.t; �;�/ WD QxmC1.t; �;�/� Qxm.t; �;�/; mD 0;1; : : : : (8.35)

By virtue of (8.33) and Lemma 8.5,

j Nd0.t; �;�/j �
1

2
N̨1.t/ıŒ0; 1

2
T �;D.f /; t 2 Œ0; 1

2
T �: (8.36)

In view of (8.33),

Ndm.�; �;�/D P0 .X�.�; Qxm.�; �;�//�X�.�; Qxm�1.�; �;�/// (8.37)

for any m. Since (8.30) holds for all m, it follows that, for any t 2 Œ0; 1
2
T �, the

function X�.t; �/ satisfies the Lipschitz condition with the same matrix K as f .t; �/
does. Therefore, relations (8.37), (8.36), Lemma 8.4, and notation (7.3) yield

j Nd1.t; �;�/j �

�
1�

2t

T

�
K

Z t

0

ˇ̌
Nd0.s;�;�/

ˇ̌
dsC

2t

T
K

Z 1
2
T

t

ˇ̌
Nd0.s;�;�/

ˇ̌
ds

�
1

2

 �
1�

2t

T

�
K

Z t

0

N̨1.s/dsC
2t

T
K

Z 1
2
T

t

N̨1.s/ds

!
ıŒ0; 1

2
T �;D.f /

D
1

2
N̨2.t/KıŒ0; 1

2
T �;D.f / (8.38)
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for t 2 Œ0; 1
2
T �. On the other hand, considering (8.37) and using the Lipschitz condi-

tion, we obtain the inequality

j Ndm.t; �;�/j �

�
1�

2t

T

�
K

Z t

0

ˇ̌
Ndm�1.s;�;�/

ˇ̌
ds

C
2t

T
K

Z 1
2
T

t

ˇ̌
Ndm�1.s;�;�/

ˇ̌
ds; t 2 Œ0; 1

2
T �; (8.39)

for m � 1. Combining (8.36) and (8.39), recalling notation (7.3), and arguing by
induction, we arrive to the estimate

j Ndm.t; �;�/j �
1

2
Km N̨mC1.t/ıŒ0; 1

2
T �;D.f / (8.40)

valid for all t 2 Œ0; 1
2
T �. It follows from assumption (7.7) that, for a sufficiently small

positive number ", the inequality

r.K/ <
2

T .%�C "/
(8.41)

holds. Let us fix such an " and let m � m", where m" is the integer appearing in
Lemma 8.6. Then (8.27) and (8.40) yield

j NdmC1.t; �;�/j �
Tm�m"C2

2m�m"C3
KmC1 .%�C "/

m�m"C2 N̨m"
.t/ıŒ0; 1

2
T �;D.f / (8.42)

for t 2 Œ0; 1
2
T �. Now note that, due to (8.41), we have

lim
m!C1

2�mTm.%�C "/
mKm D 0: (8.43)

Then, arguing similarly to the proof of [8, Theorem 1], we conclude that (8.42) and
(8.43) imply the convergence of the sequence Qxm.�; �;�/,m� 0. Since (7.2) and (8.7)
imply the identity

xm.t; �;�/D Qxm.t; �;�/C
2t

T
�; t 2 Œ0; 1

2
T �; (8.44)

the latter fact is equivalent to the convergence of xm.�; �;�/, m � 0. The rest of the
proof almost literally follows the lines of [8]. �

Proof of Theorem 7.3. It follows along the lines of proof of Theorem 7.1. One
finds that Qym.�;�;�/, m � 0, is nothing but (5.1) with t0 D 1

2
T , p D 1

2
T , and g D

Y�C2T
�1�, where Y� W Œ12T;T ��D!Rn is given by (8.17). The required assertion

is established by analogy, instead of (8.44), using the identity

ym.t;�;�/D Qym.t;�;�/�
2t

T
�; t 2 Œ1

2
T;T �; (8.45)

which follows, for any � 2 D.T
8
ıŒ 1

2
T;T �;D.f /C diamD/, directly from relations

(7.17) and (8.8). �
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9. DETERMINING EQUATIONS

Theorems 7.1 and 7.3 guarantee that, under the conditions assumed, the functions
x1.�; �;�/ W Œ0;

1
2
T �!Rn and y1.�;�;�/ W Œ12T;T �!Rn are well-defined for the ap-

propriate values of .�;�;�/. Therefore, one can introduce the function u1.�; �;�;�/ W
Œ0;T �! Rn by putting

u1.t; �;�;�/ WD �T .t/x1.t; �;�/

C .1��T .t//
�
y1.t;�;�/�y1.

1
2
T;�;�/Cx1.

1
2
T;�;�/

�
(9.1)

for all t 2 Œ0;T � and � 2 D.T
8
ıŒ0; 1

2
T �;D.f /C diamD/, � 2 D.T

8
ıŒ 1

2
T;T �;D.f /C

diamD/, and � 2D �D .

Theorem 9.1. Assume that f satisfies the Lipschitz condition (3.5) with a matrix
K such that (7.7) holds. Furthermore, let

D.T
8
ıŒ0;T �;D.f /CdiamD/¤¿: (9.2)

Then the following assertions hold:
(1) The function u1.�; �;�;�/ W Œ0;T �! Rn defined by (9.1) is a solution of the

boundary value problem (3.3), (3.4) if and only if the triplet .�;�;�/ satisfies
the system of 3n equations

�.�;�/D 0;

H.�;�/D 0;

x1.
1
2
T;�;�/D �:

(9.3)

(2) For every solution u.�/ of problem (3.3), (3.4) with u.0/ and u.1
2
T / lying

in D.T
8
ıŒ0;T �;D.f /C diamD/, there exists a triplet .�0;�0;�0/ such that

u.�/D u1 .�; �0;�0;�0/.

Proof. It follows immediately from (4.1) thatD.ˇ0/�D.ˇ1/ whenever ˇ0 � ˇ1.
Therefore, using notation (4.2) and the obvious inequality

maxfıŒ0; 1
2
T �;D.f /; ıŒ 1

2
T;T �;D.f /g � ıŒ0;T �;D.f /;

we find that that assumption (9.2) ensures the validity of relations (7.8) and (8.30)
and, therefore, Theorems 7.1 and 7.3 can be applied. It then remains to use Proposi-
tion 6.1 and argue by analogy to [18, Theorem 5.2]. �

Equations (9.3) are referred to as determining equations [5, 11].

10. A REMARK ON THE CONSTRUCTIVE APPLICATION OF THE SCHEME

Although Theorem 9.1 theoretically solves the question on the construction of a
solution of the periodic problem (3.3), (3.4), its application faces with difficulties due
to the fact that the explicit form of the functions� WD�Rn!Rn and H WD�Rn!
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Rn appearing in (9.3) is usually unknown. This complication can be overcome by
using the functions

�m.�;�/ WD ��

Z T
2

0

f .�;xm .�;�;�//d� (10.1)

and

Hm.�;�/ WD ���
Z T

T
2

f .�;ym .�;�;�//d� (10.2)

for a fixed m, which will lead one to the so-called approximate determining equa-
tions. More precisely, similarly to [15], one can show that, under certain natural
assumptions, the exact determining system (9.3) can be replaced by its approximate
analogue

�m.�;�/D 0;

Hm.�;�/D 0;

xm.
1
2
T;�;�/D �:

(10.3)

It is important to note that, unlike system (9.3), themth approximate determining sys-
tem (10.3) contains only terms involving the functions xm and ym and, thus, known
explicitly. The topic concerning the use of the approximate determining equations in
solvability analysis falls out of the scope of this paper and will be developed else-
where.
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REFERENCES

[1] V. Berinde, “Existence and approximation of solutions of some first order iterative differential
equations,” Miskolc Math. Notes, vol. 11, no. 1, pp. 13–26, 2010.

[2] L. Cesari, Asymptotic behavior and stability problems in ordinary differential equations, ser. Sec-
ond edition. Ergebnisse der Mathematik und ihrer Grenzgebiete, N. F., Bd. 16. New York:
Academic Press Inc., 1963.

[3] M. Farkas, Periodic motions, ser. Applied Mathematical Sciences. New York: Springer-Verlag,
1994, vol. 104.
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[22] M. Rontó and N. Shchobak, “On parametrization for a non-linear boundary value problem with
separated conditions,” in The 8th Colloquium on the Qualitative Theory of Differential Equations,
ser. Proc. Colloq. Qual. Theory Differ. Equ. Electron. J. Qual. Theory Differ. Equ., Szeged, 2008,
vol. 8, pp. No. 18, 16.

[23] N. I. Ronto, A. M. Samoilenko, and S. I. Trofimchuk, “The theory of the numerical-analytic
method: achievements and new directions of development. VII,” Ukrainian Math. J., vol. 51,
no. 9, pp. 1399–1418 (2000), 1999. [Online]. Available: http://dx.doi.org/10.1007/BF02593006

http://dx.doi.org/10.1016/j.na.2004.07.053
http://dx.doi.org/10.1023/A:1024827821289
http://dx.doi.org/10.1023/A:1024827821289
http://dx.doi.org/10.1155/2011/326052
http://dx.doi.org/10.1007/BF02390987
http://dx.doi.org/10.1142/9789812813602
http://dx.doi.org/10.1023/B:NONO.0000028586.11256.d7
http://dx.doi.org/10.1007/BF02593006


482 A. RONTÓ AND M. RONTÓ
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