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Abstract. We obtain some results concerning the solutions of certain types of three–point non–linear boundary–value problems, subject to non–linear boundary conditions. We reduce the given problem to a parametrized one with linear two–point boundary restrictions containing some artificially introduced parameters. By the study of the transformed two–point problem we justify our method, which is based upon a special type of approximations constructed in analytic form.
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1. INTRODUCTION

The non–linear three–point boundary–value problems were studied earlier mostly in the case of linear boundary restrictions. They were investigated in [2],[4], and [5] by using parametrization and the so–called numerical analytic method based upon successive approximations [7].

According to the basic idea of the above mentioned method, at first the original boundary–value problem is transformed to a two–point one which is replaced by the problem for the ”perturbed” differential equation containing some new artificially introduced parameters, whose numerical values should be determined. The solutions of the parametrized problem are built in analytic form by successive iterations with all iterations depending upon the artificially introduced parameters.

Here we give a possible approach to transform a three–point boundary–value problem with non–linear boundary restrictions into a two–point one with linear boundary conditions using ideas from [1,3,5].
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2. Problem setting

We consider the three–point boundary–value problem subject to the nonlinear boundary conditions

\[
\frac{dx(t)}{dt} = f(t, x(t)), \quad t \in [0, T], \quad x \in \mathbb{R}^n, \quad (2.1)
\]

\[
g(x(0), x(t_1), x(T)) = 0, \quad t_1 \in (0, T). \quad (2.2)
\]

Here, we suppose that the functions

\[ f : [0, T] \times D \to \mathbb{R}^n \]

and

\[ g : D \times D \times D \to \mathbb{R}^n, \quad (n \geq 2) \]

are continuous, where \( D \subset \mathbb{R}^n \) is a closed and bounded domain.

The problem is the determination of a continuously differentiable solution of the system of differential equations (2.1) satisfying non–linear three–point boundary restrictions (2.2).

3. Construction of an equivalent problem with linear two–point boundary conditions

To pass to the linear two–point boundary conditions from (2.2), we replace the values of the components of the solution of (2.1), (2.2) at the points \( t = 0, t = t_1 \) and \( t = T \) by the following parameters:

\[
z := x(0) = \text{col}(x_1(0), x_2(0), \ldots, x_n(0)) = \text{col}(z_1, z_2, \ldots, z_n),
\]

\[
\eta := x(t_1) = \text{col}(x_1(t_1), x_2(t_1), \ldots, x_n(t_1)) = \text{col}(\eta_1, \eta_2, \ldots, \eta_n),
\]

\[
\lambda := x(T) = \text{col}(x_1(T), x_2(T), \ldots, x_n(T)) = \text{col}(\lambda_1, \lambda_2, \ldots, \lambda_n). \quad (3.1)
\]

Let us rewrite the boundary conditions (2.2) in the form:

\[
Ax(0) + Cx(T) + g(x(0), x(t_1), x(T)) = Ax(0) + Cx(T), \quad (3.2)
\]

where \( A \) is some given matrix and \( C \equiv I_n \), where \( I_n \) is a unit \( n \times n \) matrix.

Using parametrization (3.1), the non–linear three–point boundary restrictions (3.2) can be written as a two–point ones:

\[
Ax(0) + x(T) = Az + \lambda - g(z, \eta, \lambda). \quad (3.3)
\]

Let us put

\[
d(z, \eta, \lambda) := Az + \lambda - g(z, \eta, \lambda). \quad (3.4)
\]

Taking into account (3.4), the parametrized boundary conditions (3.3) can be rewritten in the form:

\[
Ax(0) + x(T) = d(z, \eta, \lambda). \quad (3.5)
\]
Let us consider the special case of (3.5) where we take the zero matrix instead of \( A \):

\[
x(0) = z, \\
x(T) = d(z, \eta, \lambda).
\]  

(3.6)

So, instead of the original three–point boundary–value problem with non–linear boundary conditions (2.1), (2.2) we study an equivalent parametrized two–point one, containing linear separated boundary restrictions (2.1), (3.6).

Remark 1. The set of the solutions of the non–linear three–point boundary–value problem (2.1), (2.2) coincides with the set of the solutions of the two–point problem (2.1), (3.6) satisfying additional conditions (3.1).

4. Construction of the successive approximations

Let us introduce the vector

\[
\begin{aligned}
\delta_D(f) &:= \frac{1}{2} \left[ \max_{(t,x) \in [0,T] \times D} f(t,x) - \min_{(t,x) \in [0,T] \times D} f(t,x) \right].
\end{aligned}
\]

(4.1)

The original boundary–value problem (2.1), (2.2) is such that the subset

\[
D_\beta := \left\{ z \in D : B \left( z, \max_{t \in [0,T]} \left| z + \frac{t}{T} [d(z, \eta, \lambda) - z] \right| \right) \subset D, \forall \eta, \lambda \in D \right\}
\]

is non–empty

\[
D_\beta \neq \emptyset.
\]

(4.2)

Assume that the function \( f(t,x) \) satisfies Lipschitz condition of the form

\[
| f(t,u) - f(t,v) | \leq K |u - v|,
\]

(4.3)

for all \( t \in [0,T], \{u, v\} \subset D \) with some non–negative constant matrix \( K = (k_{ij})_{i,j=1}^n \).

Moreover, we suppose that the spectral radius \( r(K) \) of the matrix \( K \) satisfies the following inequality

\[
r(K) < \frac{10}{3T}.
\]

(4.4)

Let us associate to the parametrized boundary–value problem (2.1), (3.6) the sequence of functions:

\[
x_m(t,z,\eta,\lambda) := z + \int_0^t f(s, x_{m-1}(s,z,\eta,\lambda)) ds - \\
- \frac{t}{T} \int_0^T f(s, x_{m-1}(s,z,\eta,\lambda)) ds + \frac{t}{T} [d(z,\eta,\lambda) - z],
\]

(4.5)

where \( m = 1, 2, 3, \ldots \),

\[
x_0(t,z,\eta,\lambda) = z + \frac{t}{T} [d(z,\eta,\lambda) - z] \in D_\beta,
\]

(4.6)
\[ \eta = \text{col}(\eta_1, \eta_2, \ldots, \eta_n) \in D, \quad \lambda = \text{col}(\lambda_1, \lambda_2, \ldots, \lambda_n) \in D, \]
\[ x_m(t, z, \eta, \lambda) = \text{col}(x_{m,1}(t, z, \eta, \lambda), x_{m,2}(t, z, \eta, \lambda), \ldots, x_{m,n}(t, z, \eta, \lambda)) \] and \( z, \eta, \lambda \) are considered as parameters.

It is easy to check that the functions \( x_m(t, z, \eta, \lambda) \) satisfy linear parametrized boundary conditions (3.6) for all \( m \geq 1, z \in D_\beta, \eta \in D, \lambda \in D \).

The following statement establishes the convergence of the sequence (4.5).

**Theorem 1.** Assume that the function \( f : [0, T] \times D \to \mathbb{R}^n \) on the right side of the system of differential equations (2.1) and the parametrized boundary restrictions (3.6) satisfy conditions (4.2)–(4.4).

Then for all fixed \( z \in D_\beta, \eta \in D, \lambda \in D \):

1. The functions of the sequence (4.5) are continuously differentiable and satisfy the parametrized boundary conditions (3.6):
   \[ x_m(0, z, \eta, \lambda) = z, \]
   \[ x_m(T, z, \eta, \lambda) = d(z, \eta, \lambda), \]
   \[ m = 1, 2, 3, \ldots. \]
2. The sequence of functions (4.5) for \( t \in [0, T] \) converges uniformly as \( m \to \infty \) to the limit function
   \[ x^*(t, z, \eta, \lambda) = \lim_{m \to \infty} x_m(t, z, \eta, \lambda). \]
3. The limit function \( x^*(t, z, \eta, \lambda) \) satisfies the parametrized linear two–point boundary conditions:
   \[ x^*(0, z, \eta, \lambda) = z, \]
   \[ x^*(T, z, \eta, \lambda) = d(z, \eta, \lambda). \]
4. The limit function (4.8) for all \( t \in [0, T] \) is a unique continuously differentiable solution of the integral equation
   \[ x(t) = z + \int_0^t f(s, x(s))ds - \frac{t}{T} \int_0^T f(s, x(s))ds + \frac{t}{T} [d(z, \eta, \lambda) - z], \]
   \[ i. e. \text{ it is the solution of the Cauchy problem for the modified system of differential equations:} \]
   \[ \frac{dx}{dt} = f(t, x) + \Delta(z, \eta, \lambda), \]
   \[ x(0) = z, \]
where
   \[ \Delta(z, \eta, \lambda) := \frac{1}{T} [d(z, \eta, \lambda) - z] - \frac{1}{T} \int_0^T f(s, x(s))ds. \]
The following error estimate holds:
\[
\left| x^*(t,z,\eta,\lambda) - x_m(t,z,\eta,\lambda) \right| \leq \frac{20}{9} t \left( 1 - \frac{t}{T} \right) Q^m (I_n - Q)^{-1} \delta_D(f),
\]
where matrix
\[
Q := \frac{3T}{10} K.
\]

Proof. We will prove that the sequence of functions (4.5) is a Cauchy sequence in the Banach space \( C([0,T],[\mathbb{R}^n]) \). First we show that \( x_m(t,z,\eta,\lambda) \in D \), for all \((t,z,\eta,\lambda) \in [0,T] \times D_\beta \times D \times D, m \in \mathbb{N} \).

Indeed, using the estimates of Lemma 2.3 from [7] (see also Lemma 3 [6] and Lemma 2 [4]):
\[
\left| \int_0^t f(\tau) - \frac{1}{T} \int_0^T f(s)ds \right| d\tau \leq \frac{1}{2} \alpha_1(t) \left[ \max_{t \in [0,T]} f(t) - \min_{t \in [0,T]} f(t) \right],
\]
where
\[
\alpha_1(t) = 2t \left( 1 - \frac{t}{T} \right), \quad |\alpha_1(t)| \leq \frac{T}{2}, \quad t \in [0,T].
\]

Relation (4.5) for \( m = 0 \) implies that:
\[
|x_1(t,z,\eta,\lambda) - x_0(t,z,\eta,\lambda)| \leq \alpha_1(t) \delta_D(f) \leq \frac{T}{2} \delta_D(f).
\]

Therefore, by virtue of (4.17), we conclude that \( x_1(t,z,\eta,\lambda) \in D \) whenever \((t,z,\eta,\lambda) \in [0,T] \times D_\beta \times D \times D \).

By induction we can easily establish that all functions (4.5) are also contained in the domain \( D \) \( \forall m = 1,2,3,\ldots, t \in [0,T], z \in D_\beta, \eta \in D, \lambda \in D \).

Now, consider the difference of functions:
\[
x_{m+1}(t,z,\eta,\lambda) - x_m(t,z,\eta,\lambda) =
\int_0^t \left[ f(s,x_{m+1}(s,z,\eta,\lambda)) - f(s,x_m(s,z,\eta,\lambda)) \right] ds -
\frac{t}{T} \int_0^T \left[ f(s,x_{m+1}(s,z,\eta,\lambda)) - f(s,x_{m-1}(s,z,\eta,\lambda)) \right] ds,
\]
where
\[
r_m(t,z,\eta,\lambda) := |x_m(t,z,\eta,\lambda) - x_{m-1}(t,z,\eta,\lambda)|, \quad m = 1,2,3,\ldots.
\]

By virtue of the estimation (4.15) and of the Lipschitz condition (4.3), we have:
\[ r_{m+1}(t, z, \eta, \lambda) \leq K \left[ \left(1 - \frac{t}{T}\right) \int_0^T r_m(s, z, \eta, \lambda) ds + \frac{t}{T} \int_t^T r_m(s, z, \eta, \lambda) ds \right]. \]  

(4.19)

\( \forall m = 0, 1, 2, \ldots \).

According to (4.17)

\[ r_1(t, z, \eta, \lambda) = |x_1(t, z, \eta, \lambda) - x_0(t, z, \eta, \lambda)| \leq \alpha_1(t) \delta_D(f). \]  

(4.20)

By virtue of the statement of Lemma 3 [4] of the form

\[ \alpha_{m+1}(t) \leq \frac{10}{9} \left( \frac{3}{10} T \right)^m \alpha_1(t), m = 0, 1, 2, \ldots \]  

(4.21)

obtained for sequence of functions

\[ \alpha_{m+1}(t) = \left(1 - \frac{t}{T}\right) \int_0^t \alpha_m(s) ds + \frac{t}{T} \int_t^T \alpha_m(s) ds, m = 0, 1, 2, \ldots \]  

(4.22)

\( \alpha_0(t) = 1, \alpha_1(t) = 2t \left(1 - \frac{t}{T}\right) \).

from (4.19) for \( m = 1 \) follows:

\[ r_2(t, z, \eta, \lambda) \leq K \delta_D(f) \left[ \left(1 - \frac{t}{T}\right) \int_0^t \alpha_1(s) ds + \frac{t}{T} \int_t^T \alpha_1(s) ds \right] \leq K \alpha_2(t) \delta_D(f). \]

By induction using (4.22), we can easily obtain that

\[ r_{m+1}(t, z, \eta, \lambda) \leq K^m \alpha_{m+1}(t) \delta_D(f), \]  

(4.23)

\( m = 0, 1, 2, \ldots \), where \( \alpha_{m+1}(t), \alpha_m(t) \) are calculated according to (4.22), and \( \delta_D(f) \) is given by (4.1).

By virtue of the estimate (4.21) from (4.23) we have

\[ r_{m+1}(t, z, \eta, \lambda) \leq \frac{10}{9} \alpha(t) \left[ Q^m \delta_D(f) + K Q^{m-1} |d(z, \eta, \lambda) - z| \right]. \]  

(4.24)

\( \forall m = 1, 2, 3, \ldots \), where the matrix \( Q \) is given by (4.14).

Therefore, in view of (4.24)

\[ |x_{m+j}(t, z, \eta, \lambda) - x_m(t, z, \eta, \lambda)| \leq |x_{m+j}(t, z, \eta, \lambda) - x_{m+j-1}(t, z, \eta, \lambda)| + |x_{m+j-1}(t, z, \eta, \lambda) - x_{m+j-2}(t, z, \eta, \lambda)| + \cdots + |x_{m+1}(t, z, \eta, \lambda) - x_m(t, z, \eta, \lambda)| = \sum_{i=1}^{j} r_{m+i}(t, z, \eta, \lambda) \leq \frac{10}{9} \alpha_1(t) \sum_{i=1}^{j} Q^{m+i} \delta_D(f) = \frac{10}{9} \alpha_1(t) Q^m \sum_{i=0}^{j-1} Q^i \delta_D(f). \]  

(4.25)
Since, due to the condition (4.4), the maximum eigenvalue of the matrix $Q$ of the form (4.14) does not exceed the unity, we have

$$\sum_{i=0}^{j-1} Q^i \leq (I_n - Q)^{-1}, \quad \lim_{m \to \infty} Q^m = O_n,$$

where $O_n$ is a zero $n \times n$ matrix.

Therefore we conclude from (4.25) that, according to the Cauchy criterium, the sequence $\{x_m(t, z, \eta, \lambda)\}$ of the form (4.5) uniformly converges in the domain $(t, z, \eta, \lambda) \in [0, T] \times D \times D \times D$ to the limit function $x^*(t, z, \eta, \lambda)$. Since all functions $x_m(t, z, \eta, \lambda)$ of the sequence (4.5) satisfy the boundary conditions (3.6) for all values of the artificially introduced parameters, the limit function $x^*(t, z, \eta, \lambda)$ also satisfies these conditions. Passing to the limit as $m \to \infty$ in equality (4.5) we show that the limit function satisfies both the integral equation (4.9) and the Cauchy problem (4.10), (4.11), where $\Delta(z, \eta, \lambda)$ is given by (4.12).

Consider the Cauchy problem

$$\frac{dx}{dt} = f(t, x) + \mu, t \in [0, T]$$

$$x(0) = z,$$  \hspace{1cm} (4.26)  \hspace{1cm} (4.27)

where $\mu = col(\mu_1, \ldots, \mu_n)$ is a control parameter.

**Theorem 2.** Under the conditions of Theorem 1, the solution $x = x(\cdot, z, \eta, \lambda, \mu)$ of the initial value problem (4.26), (4.27) satisfies the boundary conditions (3.6) if and only if $x = x(\cdot, z, \eta, \lambda, \mu)$ coincides with the limit function $x^*(\cdot, z, \eta, \lambda)$ of the sequence (4.5). Moreover

$$\mu = \mu_{z, \eta, \lambda} = \frac{1}{T} [d(z, \eta, \lambda) - z] - \frac{1}{T} \int_0^T f(s, x^*(s, z, \eta, \lambda)) ds.$$  \hspace{1cm} (4.28)

**Proof. Sufficiency.** Let us suppose that $\mu$ on the right side of the system of differential equations (4.26) is given by (4.28). By virtue of Theorem 1, the limit function (4.8) of the sequence (4.5) is the unique solution of the boundary–value problem (4.26), (3.6) for fixed values of parameters $z$, $\eta$ and $\lambda$ when $\mu = \mu_{z, \eta, \lambda}$. Furthermore the limit function $x^*(t, z, \eta, \lambda, \mu)$ satisfies initial conditions (4.27), i.e. it is a solution of the Cauchy problem (4.26), (4.27) when $\mu = \mu_{z, \eta, \lambda}$.

**Necessity.** Let us fix an arbitrary $\bar{\mu} \in \mathbb{R}^n$ and assume that the initial value problem (4.29), (4.27):

$$\frac{dx}{dt} = f(t, x) + \bar{\mu}, t \in [0, T]$$  \hspace{1cm} (4.29)

has a solution $\bar{x}(t)$, that satisfies the two–point linear boundary conditions (3.6). Then $\bar{x}(t)$ satisfies an integral equation:

$$\bar{x}(t) = z + \int_0^t f(s, \bar{x}(s)) ds + \bar{\mu} t$$  \hspace{1cm} (4.30)
for all \( t \in [0, T] \).

When \( t = T \) from (4.30) we get:

\[
T\tilde{\mu} = \tilde{x}(T) - z - \int_0^T f(s, \tilde{x}(s))ds.
\] (4.31)

Under the assumption \( \tilde{x}(t) \) satisfies boundary restrictions (3.6):

\[
\tilde{x}(T) = d(z, \eta, \lambda),
\] (4.32)

and the initial condition

\[
\tilde{x}(0) = z.
\]

Substituting (4.32) in (4.31) we get:

\[
\tilde{\mu} = \frac{1}{T} d(z, \eta, \lambda) - \frac{1}{T} z - \frac{1}{T} \int_0^T f(s, \tilde{x}(s))ds.
\] (4.33)

On the other hand, it is proved that the limit function \( x^*(t, z, \eta, \lambda, \mu) \) is the solution of the initial value problem (4.26), (4.27) for \( \mu = \mu_{z, \eta, \lambda} \) given by formula (4.28) and satisfies boundary conditions (3.6).

By analogy

\[
x^*(t, z, \eta, \lambda, \mu) = z + \int_0^t f(s, x^*(s, z, \eta, \lambda, \mu))ds + \mu_{z, \eta, \lambda} t,
\] (4.34)

\[
T\mu_{z, \eta, \lambda} = x^*(T, z, \eta, \lambda, \mu) - z - \int_0^T f(s, x^*(s, z, \eta, \lambda, \mu))ds,
\] (4.35)

\[
x^*(T, z, \eta, \lambda, \mu) = d(z, \eta, \lambda),
\] (4.36)

\[
x^*(0, z, \eta, \lambda, \mu) = z.
\]

By virtue of (4.34)–(4.36) it is easy to get that

\[
\mu_{z, \eta, \lambda} = \frac{1}{T} d(z, \eta, \lambda) - \frac{1}{T} z - \frac{1}{T} \int_0^T f(s, x^*(s, z, \eta, \lambda, \mu))ds.
\] (4.37)

Substituting (4.33) in (4.30) and (4.37) in (4.34), we get that for all \( t \in [0, T] \)

\[
\tilde{x}(t) = z + \int_0^t f(s, \tilde{x}(s))ds - \frac{t}{T} \int_0^T f(s, \tilde{x}(s))ds + \frac{t}{T} [d(z, \lambda) - z].
\] (4.38)

\[
x^*(t, z, \eta, \lambda, \mu) = z + \int_0^t f(s, x^*(s, z, \eta, \lambda, \mu))ds - \frac{t}{T} \int_0^T f(s, x^*(s, z, \eta, \lambda, \mu))ds + \frac{t}{T} [d(z, \eta, \lambda) - z].
\] (4.39)
Using Theorem 1, \( \tilde{x}(t) \in D \) and \( x^*(t, z, \eta, \lambda, \mu) \in D \). Taking into account (4.38), (4.39) it follows that

\[
x^*(t, z, \eta, \lambda, \mu) - \tilde{x}(t) = \int_0^t \left[ f(s, x^*(s, z, \eta, \lambda, \mu)) - f(s, \tilde{x}(s)) \right] ds - \frac{t}{T} \int_0^T \left[ f(s, x^*(s, z, \eta, \lambda, \mu)) - f(s, \tilde{x}(s)) \right] ds.
\]

By the Lipschitz condition (4.3) from the relation (4.40), we get that the function

\[
\omega(t) = |x^*(t, z, \eta, \lambda, \mu) - \tilde{x}(t)|, \quad t \in [0, T]
\]

satisfies integral inequalities:

\[
\omega(t) \leq K \left( \int_0^t \omega(s) ds + \frac{t}{T} \int_0^T \omega(s) ds \right) \leq K \alpha_1(t) \max_{s \in [0, T]} \omega(s), \quad t \in [0, T],
\]

where \( \alpha_1(t) \) is given by (4.16).

Using (4.42) recursively, we come to an inequality:

\[
\omega(t) \leq K^m \alpha_m(t) \max_{s \in [0, T]} \omega(s), \quad t \in [0, T],
\]

where \( m \in \mathbb{N} \) and functions \( \alpha_m(t) \) are given by formula (4.22).

Taking into account (4.21), from (4.43) for each \( m \in \mathbb{N} \) we get an estimation:

\[
\omega(t) \leq K \alpha_1(t) \frac{10}{9} \left( \frac{3T}{10} \right)^{m-1} \max_{s \in [0, T]} \omega(s), \quad t \in [0, T].
\]

By passing to the limit \( m \to \infty \) in the last inequality and by virtue of (4.4), we come to the conclusion that

\[
\max_{s \in [0, T]} \omega(s) \leq Q^m \max_{s \in [0, T]} \omega(s) \to 0.
\]

It means that the function \( \tilde{x}(t) \) coincides with \( x^*(t, z, \eta, \lambda, \mu) \). Starting with (4.33) and (4.37), we come to the conclusion that \( \tilde{\mu} = \mu z, \eta, \lambda \).

Let’s find the relation of the limit function \( x = x^*(t, z, \eta, \lambda) \) of the sequence (4.5) to the solution of the parametrized two–point linear boundary–value problem (2.1), (3.6) or to the equivalent three–point non–linear problem (2.1), (2.2).

**Theorem 3.** Assume that the conditions (4.2)–(4.4) are satisfied for the original boundary–value problem (2.1), (2.2).

Then the triplex \( (x^*(\cdot, z^*, \eta^*, \lambda^*), \eta^*, \lambda^*) \) is the solution of the parametrized boundary–value problem (2.1), (3.6) if and only if \( z^* = (z^*_1, z^*_2, \ldots, z^*_n) \).
\( \eta^* = (\eta_1^*, \eta_2^*, \ldots, \eta_n^*) \), \( \lambda^* = (\lambda_1^*, \lambda_2^*, \ldots, \lambda_n^*) \) satisfy a determining system of algebraic or transcendental equations

\[
\Delta(z, \eta, \lambda) = \frac{1}{T} [d(z, \eta, \lambda) - z] - \frac{1}{T} \int_0^T f(s, x^*(s, z, \eta, \lambda)) ds = 0, \tag{4.45}
\]

\[
x^*(t_1, z, \eta, \lambda) = \eta, \tag{4.46}
\]

\[
x^*(T, z, \eta, \lambda) = \lambda. \tag{4.47}
\]

\textbf{Proof.} It suffices to apply Theorem 2 and to notice that the differential equation in (4.10) coincides with (2.1) if and only if triplex \( z^*, \eta^*, \lambda^* \) satisfies an equation

\[
\Delta(z^*, \eta^*, \lambda^*) = 0.
\]

Taking into account (3.1) and the equivalence of (2.1), (2.2) and (2.1), (3.6), it is clear that (\( x^*(\cdot, z^*, \eta^*, \lambda^*), \eta^*, \lambda^* \)) coincides with the solution of the parametrized boundary–value problem (2.1), (3.1), (3.6) if and only if (\( x^*(\cdot, z^*, \eta^*, \lambda^*), \eta^*, \lambda^* \)) satisfies equations

\[
x^*(t_1, z, \eta^*, \lambda^*) = \eta^*,
\]

\[
x^*(T, z, \eta^*, \lambda^*) = \lambda^*.
\]

It means that the triplex (\( x^*(\cdot, z^*, \eta^*, \lambda^*), \eta^*, \lambda^* \)) is the solution of the parametrized boundary–value problem (2.1), (3.6) if and only if (4.45), (4.46), (4.47) are hold. \( \square \)

The next statement proves that the system of determining equations (4.45)–(4.47) defines all possible solutions of the original three–point boundary–value problem (2.1), (2.2).

\textbf{Lemma 1.} Let all conditions of Theorem 1 be satisfied. Furthermore there exist some vectors \( z \in \mathbb{D}_B, \eta \in \mathbb{D} \) and \( \lambda \in \mathbb{D} \) that satisfy the system of determining equations (4.45)–(4.47).

Then the non-linear three–point boundary–value problem (2.1), (2.2) has solution \( x(\cdot) \) such that:

\[
x(0) = z, \tag{4.48}
\]

\[
x(t_1) = \eta, \tag{4.49}
\]

\[
x(T) = \lambda.
\]

Moreover this solution is given by formula

\[
x(t) = x^*(t, z, \eta, \lambda), t = [0, T], \tag{4.49}
\]

where \( x^*(t, z, \eta, \lambda) \) is the limit function of the sequence (4.5). And if the boundary–value problem (2.1), (2.2) has a solution \( x(\cdot) \), then this solution is given by (4.49), and the system of determining equations (4.45)–(4.47) is satisfied when

\[
z = x(0), \tag{4.48}
\]

\[
\eta = x(t_1), \tag{4.49}
\]

\[
\lambda = x(T).
\]
Proof. We will apply Theorems 2 and 3. If there exist such \( \dot{z} \in D_{\dot{\beta}}, \eta \in D \) and \( \lambda \in D \) that satisfy determining system (4.45), (4.46), (4.47), then according to Theorem 3 function (4.49) is a solution of the original boundary–value problem (2.1), (2.2). On the other hand, if \( x(\cdot) \) is the solution of the original boundary–value problem (2.1), (2.2), then this function is the solution of the Cauchy problem (4.26), (4.27) for

\[
\begin{align*}
\mu &= 0, \\
z &= x(0).
\end{align*}
\]

As \( x(\cdot) \) satisfies boundary restrictions (2.2) and equivalent conditions (3.5), by virtue of Theorem 2 an equality (4.49) is hold. Besides,

\[
\begin{align*}
\mu &= \mu_{\eta, \lambda} = 0, \\
z &= x(0),
\end{align*}
\]

where vectors \( \eta, \lambda \) are defined by (3.1).

But \( \mu_{\eta, \lambda} \) is given by formula (4.28), that’s why the first equation (4.45) of the determining system is satisfied, if

\[
\begin{align*}
z &= x(0), \\
\eta &= x(t_1), \\
\lambda &= x(T) :
\end{align*}
\]

\[\Delta(z, \eta, \lambda) = 0.\]  

(4.51)

From (3.6) follows, that the next two equations (4.46), (4.47) of the determining system are hold, too. So we specified such triplexes \((z, \eta, \lambda) = (x(0), x(t_1), x(T))\), that satisfy system of determining equations (4.45)–(4.47), that proves Lemma. \( \Box \)

Remark 2. The main difficulty of the realization of this method is to find the limit function \( x^*(\cdot, z, \eta, \lambda) \). But in most cases this problem can be solved using the properties of the approximate solution \( x_m(\cdot, z, \eta, \lambda) \) built in an analytic form.

For \( m \geq 1 \) let us define the function \( \Delta_m : D_{\dot{\beta}} \times D \times D \rightarrow \mathbb{R}^n \) by formula

\[
\Delta_m(z, \eta, \lambda) := \frac{1}{T} [d(z, \lambda) - z] - \frac{1}{T} \int_0^T f(s, x_m(s, z, \eta, \lambda)) ds,
\]

(4.52)

where \( z, \eta \) and \( \lambda \) are given by the relation (3.1). To investigate the solubility of the parametrized boundary–value problem (2.1), (3.6) we observe an approximate determining system of algebraic or transcendental equations of the form

\[
\Delta_m(z, \eta, \lambda) = \frac{1}{T} [d(z, \eta, \lambda) - z] - \frac{1}{T} \int_0^T f(s, x_m(s, z, \eta, \lambda)) ds = 0,
\]

(4.53)

\[
\begin{align*}
  x_m(t_1, z, \eta, \lambda) &= \eta, \\
  x_m(T, z, \eta, \lambda) &= \lambda,
\end{align*}
\]

(4.54)

(4.55)

where \( x_m(\cdot, z, \eta, \lambda) \) is a vector–function, that defines with the recursive relation (4.5). Increasing \( m \), the systems (4.45)–(4.47) and (4.53), (4.54) are close enough to
provide the needed precision of the approximate solution of the original boundary–value problem (2.1), (2.2).

5. Example

Consider the system

\[
\begin{align*}
\frac{dx_1}{dt} &= 0.05x_2 - 0.005t^2 + 0.1 = f_1(t, x_1, x_2), \\
\frac{dx_2}{dt} &= -x_2^2 + 0.5x_1 + 0.01t^4 + 0.15t = f_2(t, x_1, x_2),
\end{align*}
\]  

(5.1)

where \( t \in \left[0, \frac{1}{2}\right] \), with non–linear two–point boundary conditions

\[
\begin{align*}
g_1(x(0), x(\frac{1}{4}), x(1)) &:= x_1(\frac{1}{4}) + x_2(0) - x_1(\frac{1}{2}) - 0.025 = 0, \\
g_2(x(0), x(\frac{1}{4}), x(1)) &:= x_1(0) + x_2(\frac{1}{2}) - x_2(0) - 0.025 = 0.
\end{align*}
\]  

(5.2)

It is easy to check that an exact solution of the problem (5.1), (5.2) are the functions

\[
\begin{align*}
x_1^* &= 0.1t, \\
x_2^* &= 0.1t^2.
\end{align*}
\]  

(5.3)

Suppose that the boundary–value problem (5.1), (5.2) is considered in the domain

\[
D = \{(x_1, x_2) : |x_1| \leq 0.42, |x_2| \leq 0.4\}.
\]  

(5.4)

Boundary conditions (5.2) can be rewritten in the form

\[
Cx\left(\frac{1}{2}\right) + g\left(x(0), x\left(\frac{1}{4}\right), x\left(\frac{1}{2}\right)\right) = Cx\left(\frac{1}{2}\right),
\]  

(5.5)

where

\[
C = I_2,
\]

\[
I_2 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix},
\]

\[
g\left(x(0), x\left(\frac{1}{4}\right), x\left(\frac{1}{2}\right)\right) = \text{col}\left(g_1\left(x(0), x\left(\frac{1}{4}\right), x\left(\frac{1}{2}\right)\right), g_2\left(x(0), x\left(\frac{1}{4}\right), x\left(\frac{1}{2}\right)\right)\right).
\]

Let us replace the values of the components of the solution of the boundary–value problem (5.1), (5.2) at the points \( t = 0, t = \frac{1}{4} \) and \( t = \frac{1}{2} \) by parameters \( z_1, z_2, \eta_1, \eta_2 \) and \( \lambda_1, \lambda_2 \):

\[
z := x(0) = \text{col}\left(x_1(0), x_2(0)\right) = \text{col}\left(z_1, z_2\right),
\]

\[
\eta := x\left(\frac{1}{4}\right) = \text{col}\left(x_1\left(\frac{1}{4}\right), x_2\left(\frac{1}{4}\right)\right) = \text{col}\left(\eta_1, \eta_2\right),
\]

\[
\lambda := x\left(\frac{1}{2}\right) = \text{col}\left(x_1\left(\frac{1}{2}\right), x_2\left(\frac{1}{2}\right)\right) = \text{col}\left(\lambda_1, \lambda_2\right).
\]  

(5.6)

Using (5.6), the boundary restrictions (5.5) can be rewritten as

\[
x(0) = z,
\]

\[
x\left(\frac{1}{2}\right) = \lambda - g\left(z, \eta, \lambda\right).
\]  

(5.7)

Let us put

\[
d\left(z, \eta, \lambda\right) := \lambda - g\left(z, \eta, \lambda\right).
\]  

(5.8)

where \( z, \eta \) and \( \lambda \) are given by (5.6).
Using (5.8), the parametrized boundary conditions (5.7) can be written in the form:

\[ x(0) = z, \]
\[ x\left(\frac{1}{2}\right) = d(z, \eta, \lambda). \]  

(5.9)

It is easy to check that the matrix \( K \) from the Lipschitz condition (4.3) is

\[ K = \begin{pmatrix} 0 & 0.05 \\ 0.5 & 1 \end{pmatrix}, \]

and

\[ r(K) < 1.03 < \frac{10}{3T}, \]

when \( T = \frac{1}{2} \).

Vector \( \delta D(f) \) can be chosen as

\[ \delta D(f) \leq \begin{pmatrix} 0.03125 \\ 0.515 \end{pmatrix}. \]

Domain \( D_\beta \) is defined by inequalities:

\[ |0.045 + z_2^2| \leq 0.42, \]
\[ |z_1 + z_2 + 0.025| \leq 0.4. \]

One can verify that, for the parametrized boundary–value problem in this example, all of the necessary conditions are fulfilled. So, we can proceed with the application of the numerical–analytic scheme described above and thus construct the sequence of approximate solutions.

The components of the iteration sequence (4.5) for the boundary–value problem (5.1) under the linear parametrized two–point boundary conditions (5.9) have the form

\[ x_{m,1}(t, z, \eta, \lambda) := z_1 + \int_0^t f_1(s, x_{m-1,1}(s, z, \eta, \lambda), x_{m-1,2}(s, z, \eta, \lambda)) \, ds - \]
\[ -2t \int_0^{\frac{1}{2}} f_1(s, x_{m-1,1}(s, z, \eta, \lambda), x_{m-1,2}(s, z, \eta, \lambda)) \, ds + \]
\[ + 2t(z_2^2 + \eta_1 + 0.025 - z_1), \]  

(5.10)

\[ x_{m,2}(t, z, \eta, \lambda) := z_2 + \int_0^t f_2(s, x_{m-1,1}(s, z, \eta, \lambda), x_{m-1,2}(s, z, \eta, \lambda)) \, ds - \]
\[ -2t \int_0^{\frac{1}{2}} f_2(s, x_{m-1,1}(s, z, \eta, \lambda), x_{m-1,2}(s, z, \eta, \lambda)) \, ds + \]
\[ + 2t(0.025 - z_1), \]  

(5.11)

where \( m = 1, 2, 3, \ldots \),

\[ x_{0,1}(t, z, \eta, \lambda) = z_1 + 2t(z_2^2 + \eta_1 + 0.025 - z_1), \]

(5.12)
The system of approximate determining equations \((4.53)-(4.55)\) depending on the number of iterations for the given example is

\[
\Delta_{m,1}(z, \eta, \lambda) = -2 \int_0^{\frac{1}{2}} f_1(s, x_{m-1,1}(s, z, \eta, \lambda), x_{m-1,2}(s, z, \eta, \lambda)) \, ds + 2(z_2^2 + \eta_1 + 0.025 - z_1) = 0, \tag{5.14}
\]

\[
\Delta_{m,2}(z, \eta, \lambda) = -2 \int_0^{\frac{1}{2}} f_2(s, x_{m-1,1}(s, z, \eta, \lambda), x_{m-1,2}(s, z, \eta, \lambda)) \, ds + 2(0.025 - z_1) = 0, \tag{5.15}
\]

\[
x_{m,1} \left( \frac{1}{4}, z, \eta, \lambda \right) = \eta_1, x_{m,2} \left( \frac{1}{4}, z, \eta, \lambda \right) = \eta_2, \tag{5.16}
\]

\[
x_{m,1} \left( \frac{1}{2}, z, \eta, \lambda \right) = \lambda_1, x_{m,2} \left( \frac{1}{2}, z, \eta, \lambda \right) = \lambda_2. \tag{5.17}
\]

Using \((5.10)-(5.13)\), as a result of the first iteration \((m = 1)\), by Maple 13 we get:

\[
x_{11} = z_1 - 0.001666666667t^3 + 0.00125t^2 - 0.05t^2 z_1 + 0.049791666667t - 1.975t z_1 + 2t z_2^2 + 2t \eta_1, \]

\[
x_{12} = z_2 + 0.002z^5 - 0.008333333332t^3 + 0.066666666666666666t^3 z_1 - 1.333333333t^3 z_1^2 + 0.5t^2 z_2^2 + 0.5t^2 \eta_1 + 0.875t^2 - 0.5t^2 z_1 - 0.05t^2 z_2 + 2t^2 z_2 z_1 - 1.7666666667t z_1 - 0.25t z_2^2 + 0.00633333333t + 0.3333333334t z_2^2 - 0.25t \eta_1 + 0.025z^2 t - t z_2 z_1, \]

for all \(t \in \left[0, \frac{1}{2}\right]\).

The system \((5.14)-(5.17)\), after the first iteration, has the form

\[
\Delta_{1,1}(z, \eta, \lambda) := -0.0500263021 - 1.97593750z_1 - 0.002083333334z_1^2 + 2.0010416667 \eta_1 + 0.00416666666z_2 z_1 - 0.05010416666z_2 + 2.0010416667z_2^2 = 0, \tag{5.18}
\]

\[
\Delta_{1,2}(z, \eta, \lambda) := 0.1631250001z_2 z_1^2 - 0.04177083332z_2 \eta_1 - 0.1471874999z_2 z_1 - 0.002083333338z_1^2 \eta_1 - 0.0083333335z_1^2 z_2 + + 0.0625000002z_2 z_1^2 + 0.000520833338 \eta_1 + 0.0198958334z_1 \eta_1 + + 0.001041666668z_1 z_2 - 0.0416666667z_2 z_1 - 0.04177083332z_2^2 + + 0.002116402121z_2 - 0.04257275137z_1^3 + 0.000520833338 \eta_1^2 + + 0.006258188451 + 0.004166666670z_1 z_2 + 0.3158912369z_2^2 + + 0.9658448663z_2 z_1 - 2.263765001z_1 + 0.01775263207z_2 - - 0.2503388207 \eta_1 + 0.7538330543z_2^2 = 0, \tag{5.19}
\]

\[
0.503125z_1 + 0.01249999999 + 0.5z_2^2 + 0.5 \eta_1 = \eta_1. \tag{5.20}
\]
\[ 1.003125z_2 + 0.0070411015625 - 0.4718750001z_1 + 0.06250000002z_1^2 = 
-0.03125z_2^2 - 0.03125\eta_1 - 0.125z_2z_1 = \eta_2. \] 

(5.21)

The computation shows that the approximate solutions of the approximate determining system (5.18)–(5.21) are

\[
\begin{align*}
\tilde{z}_1 := z_{11} &= -1.732102940 \cdot 10^{-8}, \\
\tilde{z}_2 := z_{12} &= -0.00005209304726, \\
\tilde{\eta}_1 := \eta_{11} &= 0.02499998258, \\
\tilde{\eta}_2 := \eta_{12} &= 0.006254548758, \\
\tilde{\lambda}_1 := \lambda_{11} &= 0.0499999826, \\
\tilde{\lambda}_2 := \lambda_{12} &= 0.02499480802.
\end{align*}
\]

The first approximation for the first and second components of the solution is

\[
x_{11} = -1.73210294 \cdot 10^{-8} - 0.0016666666667t^3 + 
+ 0.001250000866t^2 + 0.09791666608t,
\]

\[
x_{12} = -0.00005209304726 + 0.002t^5 - 0.000833344879t^3 + 
+ 0.100002604t^2 + 0.0008323804922t.
\]

The graphs of first approximation and the exact solution of the original boundary–value problem are shown on Figure 1. The error of the first approximation is

\[
\begin{align*}
& \max_{t \in [0, \frac{1}{2}]} \left| x_1^*(t) - x_{11}(t) \right| \leq 1.0041 \cdot 10^{-5}, \\
& \max_{t \in [0, \frac{1}{2}]} \left| x_2^*(t) - x_{12}(t) \right| \leq 6.8 \cdot 10^{-6}.
\end{align*}
\]
The error of the third approximation is

\[
\max_{t \in [0, \frac{1}{2}]} \left| x_1^*(t) - x_{31}(t) \right| \leq 1.51 \cdot 10^{-9},
\]

\[
\max_{t \in [0, \frac{1}{2}]} \left| x_2^*(t) - x_{32}(t) \right| \leq -1.264 \cdot 10^{-9}.
\]

Continuing our iterations we will get more precise approximate solutions of the original boundary-value problem.
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