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#### Abstract

We present a streamlined proof of a formula for the derivatives of the moment generating function of the multivariate normal distribution. We formulate it in terms of the summation of the contractions by pairings, which encodes a combinatorial computation procedure. We give two applications. First, we provide a simple proof of Isserlis' theorem and derive a formula for the moments of the multivariate normal distribution.Second, we calculate the moments of the product of a finite number of correlated normally and lognormally distributed random variables.
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## 1. INTRODUCTION

In this note, we present a streamlined proof of a formula for arbitrary derivatives of the moment generating function of the multivariate normal distribution. As applications of the formula, we provide a simple proof of Isserlis' theorem and derive a formula for the moments of the multivariate normal distribution. Then we calculate the moments of the product of a finite number of correlated normally and lognormally distributed random variables.

Throughout this note, we let $\mathbb{N}=\{0,1,2, \ldots\}$ denote the set of nonnegative integers, $\mathbb{R}$ the set of real numbers, and $\mathbb{R}_{+}=\{x \in \mathbb{R} \mid x>0\}$ the set of positive real numbers. Also, we let $N$ denote a positive integer.
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## 2. DERIVATIVES OF THE MOMENT GENERATING FUNCTION OF THE MULTIVARIATE NORMAL DISTRIBUTION

### 2.1. Preliminaries

Let $\boldsymbol{X}=\left(X_{1}, \ldots, X_{N}\right)^{T}$ denote an $N$-dimensional normally distributed random vector with mean vector $\boldsymbol{m}=\left(m_{i}\right) \in \mathbb{R}^{N}$ and covariance matrix $C=\left(c_{i j}\right) \in \mathbb{R}^{N \times N}$. We have $\mathbb{E}\left[X_{i}\right]=m_{i}, \operatorname{Cov}\left(X_{i}, X_{j}\right)=c_{i j}$, and in particular $\operatorname{Var}\left[X_{i}\right]=\sigma_{i}{ }^{2}=c_{i i}$. With these notations, the probability density function of $\boldsymbol{X}$ is given by

$$
f_{N}(\boldsymbol{x} ; \boldsymbol{m}, C)=(2 \pi)^{-\frac{n}{2}}(\operatorname{det} C)^{-\frac{1}{2}} \exp \left(-\frac{1}{2}(\boldsymbol{x}-\boldsymbol{m})^{T} C^{-1}(\boldsymbol{x}-\boldsymbol{m})\right) \quad \text { for } \boldsymbol{x} \in \mathbb{R}^{N}
$$

and the moment generating function of $\boldsymbol{X}$ is given by

$$
M_{\boldsymbol{X}}(\boldsymbol{t})=\mathbb{E}\left[e^{\boldsymbol{t} \cdot \boldsymbol{X}}\right]=\exp \left(\boldsymbol{m}^{T} \boldsymbol{t}+\frac{1}{2} \boldsymbol{t}^{T} C \boldsymbol{t}\right) \quad \text { for } \boldsymbol{t}=\left(t_{1}, \ldots, t_{N}\right)^{T}
$$

where $\boldsymbol{t} \cdot \boldsymbol{X}=\boldsymbol{t}^{T} \boldsymbol{X}$ (see [5, Chapter 45]).
By differentiating $M_{\boldsymbol{X}}(\boldsymbol{t})$, we have the following expectation value

$$
\mathbb{E}\left[X_{1}{ }^{\alpha_{1}} \cdots X_{N}{ }^{\alpha_{N}} e^{\boldsymbol{t} \cdot \boldsymbol{X}}\right]=\left(\frac{\partial}{\partial t_{1}}\right)^{\alpha_{1}} \cdots\left(\frac{\partial}{\partial t_{N}}\right)^{\alpha_{N}} M_{\boldsymbol{X}}(\boldsymbol{t})
$$

Put

$$
Q(\boldsymbol{t})=\boldsymbol{m}^{T} \boldsymbol{t}+\frac{1}{2} \boldsymbol{t}^{T} C \boldsymbol{t}=\sum_{i=1}^{N} m_{i} t_{i}+\frac{1}{2} \sum_{i, j=1}^{N} c_{i j} t_{i} t_{j}
$$

so that $M_{\boldsymbol{X}}(\boldsymbol{t})=e^{Q(\boldsymbol{t})}$. Also put $\boldsymbol{\xi}(\boldsymbol{t})=\boldsymbol{m}+\boldsymbol{C t}$, namely, $\boldsymbol{\xi}(\boldsymbol{t})=\left(\boldsymbol{\xi}_{1}(\boldsymbol{t}), \ldots, \xi_{N}(\boldsymbol{t})\right)^{T}$ where $\xi_{k}(\boldsymbol{t})=m_{k}+\sum_{j=1}^{N} c_{k j} t_{j}(1 \leq k \leq N)$. Then, for $k, i \in\{1, \ldots, N\}$ we have

$$
\begin{align*}
\frac{\partial Q(\boldsymbol{t})}{\partial t_{k}} & =\xi_{k}(\boldsymbol{t})  \tag{2.1}\\
\frac{\partial \xi_{k}(\boldsymbol{t})}{\partial t_{i}} & =c_{k i} \tag{2.2}
\end{align*}
$$

In other words, $\boldsymbol{\xi}(\boldsymbol{t})$ is the gradient vector of $Q(\boldsymbol{t})$ and $C$ is the Hessian matrix of $Q(\boldsymbol{t})$.
Given any differentiable function $F(\boldsymbol{t})$, we apply the product rule and Eq.(2.1) to get

$$
\begin{equation*}
\frac{\partial}{\partial t_{k}}\left(e^{Q(\boldsymbol{t})} F(\boldsymbol{t})\right)=e^{Q(\boldsymbol{t})}\left(\frac{\partial Q(\boldsymbol{t})}{\partial t_{k}} F(\boldsymbol{t})+\frac{\partial F(\boldsymbol{t})}{\partial t_{k}}\right)=e^{Q(\boldsymbol{t})}\left(\xi_{k}(\boldsymbol{t}) F(\boldsymbol{t})+\frac{\partial F(\boldsymbol{t})}{\partial t_{k}}\right) . \tag{2.3}
\end{equation*}
$$

By successively applying Eq.(2.3) and Eq.(2.2), one can calculate the derivatives of $M_{\boldsymbol{X}}(\boldsymbol{t})=e^{Q(\boldsymbol{t})}$.

Example 1. For brevity, we write $Q=Q(\boldsymbol{t})$ and $\xi_{k}=\xi_{k}(\boldsymbol{t})$.
(i) $\mathbb{E}\left[X_{1} e^{t \cdot \boldsymbol{X}}\right]=\frac{\partial}{\partial t_{1}} M_{\boldsymbol{X}}(\boldsymbol{t})=e^{Q \xi_{1}}$.
(ii) $\mathbb{E}\left[X_{1} X_{2} e^{\boldsymbol{t} \cdot \boldsymbol{X}}\right]=\frac{\partial}{\partial t_{1}} \frac{\partial}{\partial t_{2}} M_{\boldsymbol{X}}(\boldsymbol{t})=e^{Q}\left(\xi_{1} \xi_{2}+c_{12}\right)$. By setting $X_{2}=X_{1}$, we have $\mathbb{E}\left[X_{1}{ }^{2} e^{t \cdot X}\right]=e^{Q}\left(\xi_{1}{ }^{2}+\sigma_{1}^{2}\right)$.
(iii) $\mathbb{E}\left[X_{1} X_{2} X_{3} e^{\boldsymbol{t} \cdot \boldsymbol{X}}\right]=\frac{\partial}{\partial t_{1}} \frac{\partial}{\partial t_{2}} \frac{\partial}{\partial t_{3}} M_{\boldsymbol{X}}(\boldsymbol{t})=e^{Q}\left(\xi_{1} \xi_{2} \xi_{3}+c_{12} \xi_{3}+c_{13} \xi_{2}+c_{23} \xi_{1}\right)$. Вy setting $X_{3}=X_{1}$, we have $\mathbb{E}\left[X_{1}{ }^{2} X_{2} e^{\boldsymbol{t} \cdot \boldsymbol{X}}\right]=e^{Q}\left(\xi_{1}{ }^{2} \xi_{2}+2 c_{12} \xi_{1}+\sigma_{1}{ }^{2} \xi_{2}\right)$. Further, by setting $X_{2}=X_{1}$, we have $\mathbb{E}\left[X_{1}^{3} e^{t \cdot X}\right]=e^{Q}\left(\xi_{1}^{3}+3 \sigma_{1}{ }^{2} \xi_{1}\right)$.
(iv) $\mathbb{E}\left[X_{1} X_{2} X_{3} X_{4} e^{\boldsymbol{t} \cdot \boldsymbol{X}}\right]=\frac{\partial}{\partial t_{1}} \frac{\partial}{\partial t_{2}} \frac{\partial}{\partial t_{3}} \frac{\partial}{\partial t_{4}} M_{\boldsymbol{X}}(\boldsymbol{t})=e^{Q}\left(\xi_{1} \xi_{2} \xi_{3} \xi_{4}+c_{12} \xi_{3} \xi_{4}+c_{13} \xi_{2} \xi_{4}+\right.$ $\left.c_{14} \xi_{2} \xi_{3}+c_{23} \xi_{1} \xi_{4}+c_{24} \xi_{1} \xi_{3}+c_{34} \xi_{1} \xi_{2}+c_{12} c_{34}+c_{13} c_{24}+c_{14} c_{23}\right)$. By setting $X_{3}=X_{1}$ and $X_{4}=X_{2}$, we have $\mathbb{E}\left[X_{1}{ }^{2} X_{2}{ }^{2} e^{\boldsymbol{t} \cdot \boldsymbol{X}}\right]=e^{Q}\left(\xi_{1}{ }^{2} \xi_{2}{ }^{2}+\sigma_{1}{ }^{2} \xi_{2}{ }^{2}+\right.$ $\sigma_{2}{ }^{2} \xi_{1}^{2}+4 c_{12} \xi_{1} \xi_{2}+2 c_{12}^{2}+\sigma_{1}^{2} \sigma_{2}^{2}$ ). Further, by setting $X_{2}=X_{1}$, we have $\mathbb{E}\left[X_{1}^{4} e^{t \cdot X}\right]=e^{Q}\left(\xi_{1}{ }^{4}+6 \sigma_{1}{ }^{2} \xi_{1}{ }^{2}+3 \sigma_{1}^{4}\right)$.

### 2.2. The key formula

By generalizing Example 1, we prove a formula for arbitrary derivatives of the moment generating function of the multivariate normal distribution. Our proof is adapted from [1, Lemma 5.2.], but we slightly extend it to treat high-order derivatives and introduce combinatorial notions to describe the computation procedure. As we shall see later, these small improvements turn out to be useful in the applications.

For an $N$-dimensional multi-index $\alpha=\left(\alpha_{1}, \ldots, \alpha_{N}\right) \in \mathbb{N}^{N}$, put $|\alpha|=\sum_{i=1}^{N} \alpha_{i}$ and $\alpha!=\prod_{i=1}^{N} \alpha_{i}!$. For $\boldsymbol{t}=\left(t_{1}, \ldots, t_{N}\right)^{T}$, write $\boldsymbol{t}^{\alpha}=t_{1}{ }^{\alpha_{1}} \ldots t_{N}{ }^{\alpha_{N}}$ and denote the differential operator of index $\alpha$ with respect to $t$ by $\partial^{\alpha}=\left(\frac{\partial}{\partial t_{1}}\right)^{\alpha_{1}} \ldots\left(\frac{\partial}{\partial t_{N}}\right)^{\alpha_{N}}$. For $\alpha=\left(\alpha_{i}\right), \beta=$ $\left(\beta_{i}\right) \in \mathbb{N}^{N}$, write $\beta \leq \alpha$ if $\beta_{i} \leq \alpha_{i}$ for all $i$. If $\beta \leq \alpha$, then $\alpha-\beta=\left(\alpha_{i}-\beta_{i}\right) \in \mathbb{N}^{N}$.

For $\alpha=\left(\alpha_{1}, \ldots, \alpha_{N}\right) \in \mathbb{N}^{N}$, define its corresponding multiset by $V_{\alpha}=\{(i, j) \mid 1 \leq$ $\left.i \leq N, 1 \leq j \leq \alpha_{i}\right\} \subset\{1, \ldots, N\} \times \mathbb{N}$. For $1 \leq i \leq N$, write $V_{\alpha}(i)=\{(i, j) \mid 1 \leq$ $\left.j \leq \alpha_{i}\right\} \subset V_{\alpha}$. Then $\bigcup_{i=1}^{N} V_{\alpha}(i)=V_{\alpha}$. Note that $\# V_{\alpha}(i)=\alpha_{i}$ and $\# V_{\alpha}=|\alpha|$. Conversely, for a finite subset $E$ of $\{1, \ldots, N\} \times \mathbb{N}$, define $\mathfrak{l}(E)=\left(v_{1}, \ldots, v_{N}\right) \in \mathbb{N}^{N}$ by $\mathrm{v}_{i}=\#\left(\pi^{-1}(i) \cap E\right) \in \mathbb{N}$. Here $\pi$ denotes the projection from $\{1, \ldots, N\} \times \mathbb{N}$ onto $\{1, \ldots, N\}$, namely $\pi(i, j)=i$ for $(i, j) \in\{1, \ldots, N\} \times \mathbb{N}$. Then we have $\mathfrak{l}\left(V_{\alpha}\right)=\alpha$ and $\mathrm{l}(W) \leq \alpha$ for any subset $W$ of $V_{\alpha}$.

In general, given a finite set $E$ and an integer $k \geq 0$, we call a $k$-pairing of $E$ a set of $k$ (unordered) pairs formed by $2 k$ distinct elements of $E$. We denote the set of $k$-pairings of $V_{\alpha}$ by $\mathscr{P}_{k}(\alpha)$, namely

$$
\mathcal{P}_{k}(\alpha)=\left\{\sigma=\left\{W_{i}\right\}_{i=1}^{k} \mid W_{i}^{\prime} \text { 's are distinct 2-element subsets of } V_{\alpha}\right\}
$$

Note that $\mathcal{P}_{k}(\boldsymbol{\alpha})$ is nonempty only if $0 \leq k \leq\lfloor|\alpha| / 2\rfloor$, where the symbol $\lfloor x\rfloor$ denotes the greatest integer which does not exceed $x \in \mathbb{R}$. In fact, if $0 \leq k \leq\lfloor|\alpha| / 2\rfloor$, then we have

$$
\begin{equation*}
\# \mathcal{P}_{k}(\alpha)=\frac{1}{k!} \prod_{j=0}^{k-1}\binom{|\alpha|-2 j}{2}=\frac{|\alpha|!}{2^{k} k!(|\alpha|-2 k)!} \tag{2.4}
\end{equation*}
$$

Put $\mathcal{P}(\alpha)=\bigcup_{k=0}^{\lfloor\lfloor\alpha \mid / 2\rfloor} \mathcal{P}_{k}(\alpha)$, the set of all possible pairings of $V_{\alpha}$.
Given a vector $\boldsymbol{\eta}=\left(\eta_{1}, \ldots, \eta_{N}\right)^{T} \in \mathbb{R}^{N}$ and a $k$-pairing $\sigma=\left\{W_{i}\right\}_{i=1}^{k} \in \mathcal{P}_{k}(\boldsymbol{\alpha})$, we define the contraction of $\boldsymbol{\eta}$ by $\sigma$, denoted by $\widehat{\boldsymbol{\eta}}_{\sigma}$, by

$$
\widehat{\eta}_{\sigma}=c_{\sigma} \boldsymbol{\eta}^{\mathfrak{l}\left(V_{\alpha} \backslash \cup \sigma\right)} \in \mathbb{R}
$$

where $c_{\sigma}=\prod_{i=1}^{k} c_{\pi\left(W_{i}\right)}=\prod_{i=1}^{k} c_{\pi\left(a_{i}\right), \pi\left(b_{i}\right)}, W_{i}=\left\{a_{i}, b_{i}\right\} \subset V_{\alpha}, a_{i} \neq b_{i}, \bigcup \sigma=\bigcup_{i=1}^{k} W_{i}$. Note that $c_{\sigma}$ is well-defined because the covariance matrix $C=\left(c_{i j}\right)$ is symmetric. For $\sigma \in \mathcal{P}_{k}(\alpha)$, write $\bar{\sigma}=\mathbf{l}(\bigcup \sigma) \in \mathbb{N}^{N}$. Then we have $\bar{\sigma} \leq \alpha,|\bar{\sigma}|=2 k$ and $\mathfrak{\imath}\left(V_{\alpha} \backslash \cup \sigma\right)=$ $\alpha-\bar{\sigma}$. We can thus write $\widehat{\boldsymbol{\eta}}_{\sigma}=c_{\sigma} \boldsymbol{\eta}^{\alpha-\bar{\sigma}}$. Note also that for $\sigma \in \mathcal{P}_{k}(\alpha), \tau \in \mathcal{P}_{l}(\alpha)$ such that $\bigcup \sigma \cap \bigcup \tau=\varnothing$, we have $\sigma \cup \tau \in \mathcal{P}_{k+l}(\boldsymbol{\alpha})$ and $\widehat{\boldsymbol{\eta}}_{\sigma \cup \tau}=c_{\sigma} c_{\tau} \boldsymbol{\eta}^{\mathfrak{l}\left(V_{\alpha} \backslash \cup(\sigma \cup \tau)\right)}$.

To illustrate the procedure of contraction, let $N \geq 3$ and $\alpha=(3,3,2,0, \ldots, 0)$. Figure 1 depicts an illustrative 2-pairing of $V_{\alpha}$ consisting of $\{(1,1),(1,2)\}$ and $\{(2,2)$, $(3,1)\}$. The contraction of $\boldsymbol{\eta}=\left(\eta_{1}, \ldots, \eta_{N}\right)^{T}$ by this 2-pairing equals $c_{11} c_{23} \eta_{1} \eta_{2}{ }^{2} \eta_{3}$.


Figure 1. An illustrative contraction by a 2-pairing
Finally, for $\eta \in \mathbb{R}^{N}$ and $\alpha \in \mathbb{N}^{N}$, we introduce the following notation for the sum of the contractions of $\boldsymbol{\eta}$ over all possible pairings of $V_{\alpha}$, namely

$$
R_{\alpha}(\boldsymbol{\eta})=\sum_{\sigma \in \mathcal{P}(\alpha)} \widehat{\boldsymbol{\eta}}_{\sigma}=\sum_{\sigma \in \mathcal{P}(\alpha)} c_{\sigma} \boldsymbol{\eta}^{\mathfrak{l}\left(V_{\alpha} \backslash \cup \sigma\right)} \in \mathbb{R}
$$

The following key formula will serve as our main tool.
Lemma 1. Let $\boldsymbol{X}$ denote an $N$-dimensional normally distributed random vector with mean vector $\boldsymbol{m}=\left(m_{i}\right) \in \mathbb{R}^{N}$ and covariance matrix $C=\left(c_{i j}\right) \in \mathbb{R}^{N \times N}$, and let $M_{\boldsymbol{X}}(\boldsymbol{t})$ denote its moment generating function. Then, for $\alpha=\left(\alpha_{i}\right) \in \mathbb{N}^{N}$, we have

$$
\begin{equation*}
\mathbb{E}\left[\boldsymbol{X}^{\alpha} e^{\boldsymbol{t} \cdot \boldsymbol{X}}\right]=\partial^{\alpha} M_{\boldsymbol{X}}(\boldsymbol{t})=e^{Q(\boldsymbol{t})} R_{\alpha}(\boldsymbol{\xi}(\boldsymbol{t})) \tag{2.5}
\end{equation*}
$$

where $Q(\boldsymbol{t})=\boldsymbol{m}^{T} \boldsymbol{t}+(1 / 2) \boldsymbol{t}^{T} C \boldsymbol{t}$ and $\boldsymbol{\xi}(\boldsymbol{t})=\boldsymbol{m}+C \boldsymbol{t}$.
Proof. We need to prove the second equality in Eq.(2.5). We proceed by induction on $\alpha$. First, when $\alpha=0=(0, \ldots, 0)$, then $P(\alpha)$ consists only of the 0 -pairing, namely $\mathcal{P}(0)=\{\varnothing\}$. Thus, we have $R_{0}(\boldsymbol{\xi}(\boldsymbol{t}))=\boldsymbol{\xi}(\boldsymbol{t})^{0}=1$. Hence, Eq.(2.5) holds trivially in this case.

Next, assuming that the second equality in Eq.(2.5) is true for $\alpha=\left(\alpha_{i}\right) \in \mathbb{N}^{N}$, we show that it holds for $\widetilde{\alpha}=\left(\alpha_{1}, \ldots, \alpha_{j}+1, \ldots, \alpha_{N}\right)$ for $1 \leq j \leq N$. Differentiating Eq.(2.5) with respect to $t_{j}$ and using Eq.(2.3), we have

$$
\partial^{\widetilde{\alpha}} M_{\boldsymbol{X}}(\boldsymbol{t})=\frac{\partial}{\partial t_{j}}\left(e^{Q(\boldsymbol{t})} R_{\alpha}(\boldsymbol{\xi}(\boldsymbol{t}))\right)=e^{Q(t)}\left(\xi_{j}(\boldsymbol{t}) R_{\alpha}(\boldsymbol{\xi}(\boldsymbol{t}))+\frac{\partial R_{\alpha}(\boldsymbol{\xi}(\boldsymbol{t}))}{\partial t_{j}}\right)
$$

Put $S(\boldsymbol{t})=\xi_{j}(\boldsymbol{t}) R_{\alpha}(\boldsymbol{\xi}(\boldsymbol{t}))+\frac{\partial R_{\alpha}(\boldsymbol{\xi}(t))}{\partial t_{j}}$. Also, put $\omega=\left(j, \alpha_{j}+1\right)$ so that $V_{\widetilde{\alpha}}=V_{\alpha} \cup\{\omega\}$. We want to show $S(\boldsymbol{t})=R_{\widetilde{\alpha}}(\boldsymbol{\xi}(\boldsymbol{t}))$.

Concerning the first term of $S(t)$, we have

$$
\xi_{j}(\boldsymbol{t}) R_{\alpha}(\boldsymbol{\xi}(\boldsymbol{t}))=\sum_{\sigma \in \mathscr{P}(\alpha)} c_{\sigma} \boldsymbol{\xi}(\boldsymbol{t})^{\mathfrak{l}\left(V_{\tilde{\alpha}} \backslash \cup \sigma\right)}
$$

If we regard $\sigma \in \mathcal{P}(\alpha)$ as an element of $\mathscr{P}(\widetilde{\alpha})$, then $\xi_{j}(\boldsymbol{t}) R_{\alpha}(\boldsymbol{\xi}(\boldsymbol{t}))$ is the sum of the contractions of $\boldsymbol{\xi}(\boldsymbol{t})$ over all the pairings of $V_{\widetilde{\alpha}}$ that do not involve $\omega$.

Next we calculate the second term of $S(\boldsymbol{t})$. For $\sigma \in \mathcal{P}_{k}(\alpha)$, let $\mathfrak{l}\left(V_{\alpha} \backslash \bigcup \sigma\right)=$ $\left(v_{1}, \ldots, v_{N}\right)$. Then, by Eq. (2.2) we have

$$
\frac{\partial}{\partial t_{j}} \boldsymbol{\xi}(\boldsymbol{t})^{\mathfrak{l}\left(V_{\alpha} \backslash \cup \sigma\right)}=\frac{\partial}{\partial t_{j}} \boldsymbol{\xi}(\boldsymbol{t})^{\left(v_{1}, \ldots, v_{N}\right)}=\sum_{i: v_{i}>0} v_{i} c_{i j} \boldsymbol{\xi}(\boldsymbol{t})^{\left(v_{1}, \ldots, v_{i}-1, \ldots, v_{N}\right)}
$$

Observe that the rightmost term is the sum of the contractions of $\boldsymbol{\xi}(\boldsymbol{t})^{\mathfrak{l}\left(V_{\alpha} \backslash \cup \sigma\right)}$ over all the 1-pairings of $V_{\widetilde{\alpha}}$ matching $\omega$ with each $s \in V_{\alpha} \backslash \bigcup \sigma$. Note that $\omega$ and $s$ are distinct since $\omega \notin V_{\alpha}$. For $\sigma \in \mathcal{P}_{k}(\alpha)$ and $s \in V_{\alpha} \backslash \bigcup \sigma$, define $\sigma_{s} \in \mathcal{P}_{k+1}(\widetilde{\alpha})$ by $\sigma_{s}=\sigma \cup\{s, \omega\}$. Then we have

$$
\frac{\partial}{\partial t_{j}} \widehat{\boldsymbol{\xi}(\boldsymbol{t})}_{\sigma}=\sum_{s \in V_{\alpha} \backslash \cup \sigma} \widehat{\boldsymbol{\xi}(t)}_{\sigma_{s}}
$$

Hence $\frac{\partial R_{\alpha}(\boldsymbol{\xi}(t))}{\partial t_{j}}$ is the sum of the contractions of $\boldsymbol{\xi}(\boldsymbol{t})$ over all the pairings of $V_{\widetilde{\alpha}}$ involving $\omega$.

The sum of the both terms of $S(\boldsymbol{t})$ exhausts the contractions of $\boldsymbol{\xi}(\boldsymbol{t})$ by all pairings of $V_{\widetilde{\alpha}}$. Hence, the proof is complete.

## 3. Moments of the multivariate normal distribution

As an application of the key formula (2.5), we provide a simple proof of Isserlis' theorem and derive a formula for the moments of the multivariate normal distribution (see [9]). In fact, evaluating formula (2.5) at $\boldsymbol{t}=\mathbf{0}$, we have

$$
\begin{equation*}
\mathbb{E}\left[\prod_{i=1}^{N} X_{i}^{\alpha_{i}}\right]=e^{Q(\mathbf{0})} R_{\alpha}(\boldsymbol{\xi}(\mathbf{0}))=R_{\alpha}(\boldsymbol{m})=\sum_{\sigma \in \mathcal{P}(\alpha)} c_{\sigma} \boldsymbol{m}^{\mathfrak{l}\left(V_{\alpha} \backslash \cup \sigma\right)} \tag{3.1}
\end{equation*}
$$

This immediately implies Isserlis' theorem ([4]) as follows.

Proposition 1. Let $\boldsymbol{X}=\left(X_{1}, \ldots, X_{N}\right)^{T}$ denote an $N$-dimensional normally distributed random vector with zero mean. Then we have

$$
\mathbb{E}\left[\prod_{i=1}^{N} X_{i}\right]= \begin{cases}\sum_{\sigma \in \mathcal{P}_{N / 2}(N)} \prod_{\{i, j\} \in \sigma} \operatorname{Cov}\left(X_{i}, X_{j}\right) & \text { if } N \text { is even } \\ 0 & \text { if } N \text { is odd }\end{cases}
$$

where $\mathcal{P}_{N / 2}(N)$ denotes the set of $(N / 2)$-pairings of $\{1, \ldots, N\}$.
Proof. In Eq.(3.1) choose $\alpha=(1, \ldots, 1)$ and identify $V_{\alpha}$ with $\{1, \ldots, N\}$. When $\boldsymbol{m}=\mathbf{0}$, the term under summation in Eq.(3.1) is zero except when $V_{\alpha} \backslash \cup \sigma=\varnothing$, namely $\cup \sigma=\{1, \ldots, N\}$. This condition holds only when $N$ is even; and, in this case we have

$$
\mathbb{E}\left[\prod_{i=1}^{N} X_{i}\right]=\sum_{\sigma \in \mathcal{P}_{N / 2}(\alpha)} c_{\sigma}=\sum_{\sigma \in \mathcal{P}_{N / 2}(N)} \prod_{\{i, j\} \in \sigma} c_{i j}
$$

In the last step, we identified $\mathcal{P}_{N / 2}(\alpha)=\mathcal{P}_{N / 2}(N)$ under the above identification $V_{\alpha}=$ $\{1, \ldots, N\}$. This completes the proof.

Next we want to express $\mathbb{E}\left[\prod_{i=1}^{N} X_{i}{ }^{\alpha_{i}}\right]$ as a polynomial in $c_{i j}$ 's and $m_{i}$ 's. From Eq.(3.1), we have

$$
\begin{equation*}
\mathbb{E}\left[\prod_{i=1}^{N} X_{i}^{\alpha_{i}}\right]=R_{\alpha}(\boldsymbol{m})=\sum_{k=0}^{\lfloor|\alpha| / 2\rfloor} \sum_{\sigma \in \mathcal{P}_{k}(\alpha)} c_{\sigma} \boldsymbol{m}^{\alpha-\bar{\sigma}} \tag{3.2}
\end{equation*}
$$

Here $\bar{\sigma}=\left(\bar{\sigma}_{i}\right)=\mathbf{1}(\bigcup \sigma) \in \mathbb{N}^{N}$. Note that $|\bar{\sigma}|=2 k$ and $\bar{\sigma} \leq \alpha$ for $\sigma \in \mathcal{P}_{k}(\alpha)$. Let $\sigma=\left\{W_{s}\right\}_{s=1}^{k} \in \mathcal{P}_{k}(\alpha)$. Then we can write

$$
c_{\sigma}=\prod_{s=1}^{k} c_{\pi\left(W_{s}\right)}=\prod_{i \leq j} c_{i j}^{n_{i j}}=C^{\Delta(\sigma)}
$$

where $\Delta(\sigma)=\left(n_{i j}\right) \in \mathbb{N}^{N \times N}$ is determined by

$$
n_{i j}= \begin{cases}\#\left\{s \mid \pi\left(W_{s}\right)=\{i, j\}, 1 \leq s \leq k\right\} & \text { for } i \leq j \\ 0 & \text { for } i>j\end{cases}
$$

Here we used the notation $A^{B}=\prod_{i, j} a_{i j}{ }^{b_{i j}} \in \mathbb{R}$ for two real matrices $A=\left(a_{i j}\right), B=$ $\left(b_{i j}\right)$ of the same size (let $0^{0}=1$ by convention). These $n_{i j}$ 's satisfy $\sum_{i, j=1}^{N} n_{i j}=k$ and $\sum_{i=1}^{N} n_{i h}+\sum_{j=1}^{N} n_{h j}=\bar{\sigma}_{h} \leq \alpha_{h}$ for $1 \leq h \leq N$.

Conversely, for $\alpha \in \mathbb{N}^{N}$ and $0 \leq k \leq\lfloor|\alpha| / 2\rfloor$, consider an upper triangular, nonnegative integer matrix $L=\left(l_{i j}\right) \in \mathbb{N}^{N \times N}$ satisfying the following set of conditions, which we call $\mathcal{C}(\alpha, k)$ :

$$
\begin{cases}l_{i j}=0 & \text { for } i>j  \tag{3.3}\\ \sum_{i, j=1}^{N} l_{i j}=k, & \text { for } 1 \leq h \leq N \\ \sum_{i=1}^{N} l_{i h}+\sum_{j=1}^{N} l_{h j} \leq \alpha_{h} & \end{cases}
$$

For such $L$, put $\lambda(L)=\left(\lambda(L)_{h}\right) \in \mathbb{N}^{N}$ where $\lambda(L)_{h}=\sum_{i=1}^{N} l_{i h}+\sum_{j=1}^{N} l_{h j}$ for $1 \leq h \leq N$. Namely, put $\lambda(L)=\left(\left|\tilde{l}_{1}\right|, \ldots,\left|\tilde{l}_{N}\right|\right)$ where $\tilde{l}_{1}, \ldots, \tilde{l}_{N} \in \mathbb{N}^{N}$ are defined in column vector notation by $\left(\tilde{l}_{1}, \ldots, \tilde{l}_{N}\right)=L+L^{T}$. Then the second and third conditions in (3.3) are equivalent to $|\lambda(L)|=2 k$ and $\lambda(L) \leq \alpha$, respectively. Note that if $\sigma \in \mathcal{P}_{k}(\alpha)$ satisfies $\Delta(\sigma)=L$, then $\bar{\sigma}=1(\bigcup \sigma)=\lambda(L)$.

Given a matrix $L=\left(l_{i j}\right) \in \mathbb{N}^{N \times N}$ satisfying the condition $C(\alpha, k)$ for some $\alpha \in \mathbb{N}^{N}$ and $0 \leq k \leq\lfloor|\alpha| / 2\rfloor$, a $k$-pairing $\sigma \in \mathcal{P}_{k}(\boldsymbol{\alpha})$ such that $\Delta(\sigma)=L$ consists of $l_{i j}$ distinct pairs matching between the elements of $V_{\alpha}(i)$ and $V_{\alpha}(j)$ for each $i, j \in\{1, \ldots, N\}$. Let $d_{L}(\alpha, k) \in \mathbb{N}$ denote the number of $k$-pairings $\sigma \in \mathcal{P}_{k}(\alpha)$ such that $\Delta(\sigma)=L$. Then we have

$$
\begin{equation*}
d_{L}(\alpha, k)=\frac{1}{2^{\sum_{i=1}^{N} l_{i i}}} \frac{1}{\prod_{i, j=1}^{N} l_{i j}!} \frac{\prod_{i=1}^{N} \alpha_{i}!}{\prod_{i=1}^{N}\left(\alpha_{i}-\lambda(L)_{i}\right)!}=\frac{1}{2^{\operatorname{Tr} L}} \frac{1}{L!} \frac{\alpha!}{(\alpha-\lambda(L))!} \tag{3.4}
\end{equation*}
$$

where $\operatorname{Tr} L=\sum_{i=1}^{N} l_{i i}$ and $L!=\prod_{i, j=1}^{N} l_{i j}!$.
To illustrate the correspondence between matrices satisfying $\mathcal{C}(\alpha, k)$ and pairings of $V_{\alpha}$, let $N=2, \alpha=(3,1)$ and $L=\left(\begin{array}{ll}1 & 1 \\ 0 & 0\end{array}\right)$. Then $\lambda(L)=(3,1)$ and $|\lambda(L)|=4$. Thus $L$ satisfies the condition $\mathcal{C}(\alpha, 2)$. Hence, $d_{L}(\alpha, 2)=3$. Figure 2 depicts the three 2-pairings $\sigma$ of $V_{\alpha}$ such that $\Delta(\sigma)=L$.


Figure 2. Three 2-pairings $\sigma \in \mathcal{P}_{2}((3,1))$ such that $\Delta(\sigma)=\left(\begin{array}{ll}1 & 1 \\ 0 & 0\end{array}\right)$

Theorem 1. Let $\boldsymbol{X}=\left(X_{1}, \ldots, X_{N}\right)^{T}$ denote an $N$-dimensional normally distributed random vector with mean vector $\boldsymbol{m}=\left(m_{i}\right) \in \mathbb{R}^{N}$ and covariance matrix $C=\left(c_{i j}\right) \in$ $\mathbb{R}^{N \times N}$. Then, for $\alpha=\left(\alpha_{i}\right) \in \mathbb{N}^{N}$, we have

$$
\mathbb{E}\left[\prod_{i=1}^{N} X_{i}^{\alpha_{i}}\right]=\sum_{k=0}^{\lfloor|\alpha| / 2\rfloor} \sum_{L: C(\alpha, k)} \frac{\alpha!}{2 \operatorname{Tr} L!(\alpha-\lambda(L))!} C^{L} \boldsymbol{m}^{\alpha-\lambda(L)}
$$

where the second summation is taken over $L=\left(l_{i j}\right) \in \mathbb{N}^{N \times N}$ satisfying the condition $\mathcal{C}(\alpha, k)$ given in (3.3).

Proof. From Eq.(3.2) and the observations made in the above, we have

$$
\mathbb{E}\left[\prod_{i=1}^{N} X_{i}^{\alpha_{i}}\right]=\sum_{k=0}^{\lfloor|\alpha| / 2\rfloor} \sum_{\sigma \in \mathcal{P}_{k}(\alpha)} c_{\sigma} \boldsymbol{m}^{\alpha-\bar{\sigma}}=\sum_{k=0}^{\lfloor|\alpha| / 2\rfloor} \sum_{L} d_{L}(\alpha, k) C^{L} \boldsymbol{m}^{\alpha-\lambda(L)}
$$

where the second summation in the last term is taken over $L \in \mathbb{N}^{N \times N}$ such that $L=$ $\Delta(\sigma)$ for some $\sigma \in \mathcal{P}_{k}(\alpha)$. Hence, from Eq.(3.4) we have the desired formula. This completes the proof.

A result equivalent to Theorem 1 is stated in [7] and a proof based on mathematical induction is presented in [6]. Our combinatorial proof gives an alternative proof.

Corollary 1. For $\alpha \in \mathbb{N}^{N}$ and $0 \leq k \leq\lfloor|\alpha| / 2\rfloor$, we have

$$
\sum_{L: C(\alpha, k)} \frac{\alpha!}{2^{\operatorname{Tr} L} L!(\alpha-\lambda(L))!}=\frac{|\alpha|!}{2^{k} k!(|\alpha|-2 k)!}
$$

where the summation over $L \in \mathbb{N}^{N \times N}$ is taken in the same manner as in Theorem 1 .
Proof. Indeed, $\# \mathscr{P}_{k}(\alpha)$ is the sum of $d_{L}(\alpha, k)$ over $L$. The above relation thus follows from Eq.(2.4) and Eq.(3.4). This completes the proof.

## 4. THE NORMAL-LOGNORMAL PRODUCT DISTRIBUTION AND ITS MOMENTS

Consider a random variable expressed as the product of a finite number of correlated normally and lognormally distributed random variables. As another application of the key formula (2.5), we calculate the moments of this random variable.

### 4.1. The normal-lognormal product distribution

This subsection summarizes basic properties of the multivariate distribution composed of normal and lognormal distributions, as well as the univariate distribution defined as the product of normal and lognormal distributions. Note that these distributions were considered independently by researchers in various fields ([2],[3],[10]).

Let $N=n+l$ where $n, l \in \mathbb{N}$. We say that an $N$-dimensional random vector $\boldsymbol{Y}=\left(Y_{1}, \ldots, Y_{N}\right)^{T}$ follows joint normal-lognormal distribution of index $(n, l)$ if $\widetilde{\boldsymbol{Y}}=$ $\left(Y_{1}, \ldots, Y_{n}, \log Y_{n+1}, \ldots, \log Y_{N}\right)^{T}$ is normally distributed. This definition is equivalent to say that $\boldsymbol{Y}$ is of the form $\boldsymbol{Y}=\left(X_{1}, \ldots, X_{n}, e^{X_{n+1}}, \ldots, e^{X_{N}}\right)^{T}$ where $\boldsymbol{X}=\left(X_{1}, \ldots, X_{N}\right)^{T}$ is normally distributed. We say that a random variable $Z$ follows normal-lognormal product distribution of index $(n, l)$ if $Z$ is of the form $Z=\prod_{i=1}^{N} Y_{i}$ where $\boldsymbol{Y}=$ $\left(Y_{1}, \ldots, Y_{N}\right)^{T}$ follows joint normal-lognormal distribution of index $(n, l)$. Equivalently, $Z$ is of the form $Z=\left(\prod_{i=1}^{n} X_{i}\right) e^{\sum_{j=1}^{l} X_{n+j}}$ where $\boldsymbol{X}=\left(X_{1}, \ldots, X_{N}\right)^{T}$ is normally distributed. We call $\boldsymbol{X}$ the underlying normal distribution of $\boldsymbol{Y}$ and $Z$.

Proposition 2. Let $\boldsymbol{Y}=\left(Y_{1}, \ldots, Y_{N}\right)^{T}$ denote an $N$-dimensional random vector following joint normal-lognormal distribution of index $(n, l)$ with $N=n+l$, and
let $\boldsymbol{X}=\left(X_{1}, \ldots, X_{N}\right)^{T}$ denote its underlying normal distribution with mean vector $\boldsymbol{m}=\left(m_{i}\right) \in \mathbb{R}^{N}$ and covariance matrix $C=\left(c_{i j}\right) \in \mathbb{R}^{N \times N}$. Let $I=\{1, \ldots, n\}$ and $J=\{n+1, \ldots, N\}$.
(1) The probability density function of $\boldsymbol{Y}$ is given by

$$
\begin{aligned}
& g_{n, l}(\boldsymbol{y} ; \boldsymbol{m}, C)=(2 \pi)^{-\frac{n}{2}}(\operatorname{det} C)^{-\frac{1}{2}}\left(\prod_{i \in J} y_{i}\right)^{-1} \exp \left(-\frac{1}{2}(\widetilde{\boldsymbol{y}}-\boldsymbol{m})^{T} C^{-1}(\widetilde{\boldsymbol{y}}-\boldsymbol{m})\right) \\
& \quad \text { where } \boldsymbol{y}=\left(y_{1}, \ldots, y_{n}, y_{n+1}, \ldots, y_{N}\right)^{T} \in \mathbb{R}^{n} \times \mathbb{R}_{+}^{l} \text { and } \widetilde{\boldsymbol{y}}=\left(y_{1}, \ldots, y_{n}, \log y_{n+1}\right. \\
& \left.\quad \ldots, \log y_{N}\right)^{T} \in \mathbb{R}^{N}
\end{aligned}
$$

(2) The mean of $Y_{i}$ is given by

$$
\mathbb{E}\left[Y_{i}\right]= \begin{cases}m_{i} & \text { for } i \in I \\ e^{m_{i}+\frac{\sigma_{i}^{2}}{2}} & \text { for } i \in J\end{cases}
$$

(3) The covariance between $Y_{i}$ and $Y_{j}$ is given by

$$
\operatorname{Cov}\left(Y_{i}, Y_{j}\right)= \begin{cases}c_{i j} & \text { for } i, j \in I, \\ e^{m_{j}+\frac{\sigma_{j}^{2}}{2}} c_{i j} & \text { for } i \in I, j \in J, \\ e^{m_{i}+m_{j}+\frac{\sigma_{i}{ }^{2}+\sigma_{j}{ }^{2}}{2}}\left(e^{c_{i j}}-1\right) & \text { for } i, j \in J .\end{cases}
$$

From this it follows that $\operatorname{Cov}\left(Y_{i}, Y_{j}\right)=0$ if and only if $\operatorname{Cov}\left(X_{i}, X_{j}\right)=0$ for $i, j=1, \ldots, N$.

Proof.
(1) Let $f_{N}\left(x_{1}, \ldots, x_{N} ; \boldsymbol{m}, C\right)$ be the probability density function of $\boldsymbol{X}$. By change of variables $\left(X_{1}, \ldots, X_{N}\right)=\left(Y_{1}, \ldots, Y_{n}, \log Y_{n+1}, \ldots, \log Y_{N}\right)$, we have

$$
\begin{aligned}
g_{n, l}\left(y_{1}, \ldots, y_{N} ; \boldsymbol{m}, C\right) & =f_{N}\left(x_{1}, \ldots, x_{N} ; \boldsymbol{m}, C\right) \frac{\partial\left(x_{1}, \ldots, x_{N}\right)}{\partial\left(y_{1}, \ldots, y_{N}\right)} \\
& =f_{N}\left(y_{1}, \ldots, y_{n}, \log y_{n+1}, \ldots, \log y_{N} ; \boldsymbol{m}, C\right) \prod_{i=1}^{l} \frac{1}{y_{n+i}}
\end{aligned}
$$

(2) For $i \in I$, we have $\mathbb{E}\left[Y_{i}\right]=\mathbb{E}\left[X_{i}\right]=m_{i}$. For $i \in J$, we have $\mathbb{E}\left[Y_{i}\right]=\mathbb{E}\left[e^{X_{i}}\right]=$ $M_{X_{i}}(1)=e^{m_{i}+\frac{\sigma_{i}^{2}}{2}}$.
(3) For $i, j \in I$, we have $\operatorname{Cov}\left(Y_{i}, Y_{j}\right)=\operatorname{Cov}\left(X_{i}, X_{j}\right)=c_{i j}$.

For $i \in I, j \in J$, recall Stein's lemma ([8]. See also [3, Chapter 9, Appendix 2].) which asserts that $\operatorname{Cov}(X, \varphi(Y))=\mathbb{E}\left[\varphi^{\prime}(Y)\right] \operatorname{Cov}(X, Y)$ for a bivariate normal distribution $(X, Y)$ and a differentiable function $\varphi(x)$ such that (i) $\lim _{x \rightarrow \pm \infty} \varphi(x) e^{-a x^{2}}=0$ for any $a>0$, and (ii) $\mathbb{E}\left[\varphi^{\prime}(Y)\right]$ exists. Noting that $\left(X_{i}, X_{j}\right)$ is normally distributed, we have $\operatorname{Cov}\left(Y_{i}, Y_{j}\right)=\operatorname{Cov}\left(X_{i}, e^{X_{j}}\right)$ $=\mathbb{E}\left[e^{X_{j}}\right] \operatorname{Cov}\left(X_{i}, X_{j}\right)=e^{m_{j}+\frac{\sigma_{j}{ }^{2}}{2}} c_{i j}$. An alternative proof is given in Example 2 (i) below.

For $i, j \in J$, we have

$$
\operatorname{Cov}\left(Y_{i}, Y_{j}\right)=\operatorname{Cov}\left(e^{X_{i}}, e^{X_{j}}\right)=\mathbb{E}\left[e^{X_{i}+X_{j}}\right]-\mathbb{E}\left[e^{X_{i}}\right] \mathbb{E}\left[e^{X_{j}}\right]
$$

Without loss of generality, we may fix $i=1, j=2$. Thus, we have

$$
\mathbb{E}\left[e^{t_{1} X_{1}+t_{2} X_{2}}\right]=\exp \left(m_{1} t_{1}+m_{2} t_{2}+\frac{1}{2}\left(c_{11} t_{1}^{2}+2 c_{12} t_{1} t_{2}+c_{22} t_{2}^{2}\right)\right)
$$

Evaluating this function at $\left(t_{1}, t_{2}\right)=(1,1)$, we have

$$
\mathbb{E}\left[e^{X_{1}+X_{2}}\right]=e^{m_{1}+m_{2}+\frac{1}{2}\left(\sigma_{1}^{2}+2 c_{12}+\sigma_{2}^{2}\right)}
$$

Thus

$$
\begin{aligned}
\operatorname{Cov}\left(Y_{1}, Y_{2}\right) & =e^{m_{1}+m_{2}+\frac{1}{2}\left(\sigma_{1}^{2}+2 c_{12}+\sigma_{2}^{2}\right)}-e^{m_{1}+\frac{\sigma_{1}^{2}}{2}} e^{m_{2}+\frac{\sigma_{2}^{2}}{2}} \\
& =e^{m_{1}+m_{2}+\frac{\sigma_{1}^{2}+\sigma_{2}^{2}}{2}}\left(e^{c_{12}}-1\right)
\end{aligned}
$$

When $n=1$, we have the following integral representation of the probability density function of the normal-lognormal product distribution of index $(1, l)$.

Proposition 3. Let $Z$ denote a random variable following normal-lognormal product distribution of index $(1, l)$ derived by the joint normal-lognormal distribution $\boldsymbol{Y}$ of the same index. Let $\boldsymbol{m}=\left(m_{i}\right) \in \mathbb{R}^{l+1}$ and $C=\left(c_{i j}\right) \in \mathbb{R}^{(l+1) \times(l+1)}$ denote, respectively, the mean vector and the covariance matrix of the underlying normal distribution. Then, the probability density function of $Z$ is given by

$$
p_{1, l}(z)=\int_{\mathbb{R}^{l}} g_{1, l}\left(z e^{-w_{1}-w_{2}-\cdots-w_{l}}, e^{w_{1}}, \ldots, e^{w_{l}} ; \boldsymbol{m}, C\right) d w_{1} \ldots d w_{l}
$$

where $g_{1, l}\left(y_{1}, \ldots, y_{l+1} ; \boldsymbol{m}, C\right)$ is the probability density function of $\boldsymbol{Y}$ given in Proposition 2 (1).

Proof. Since $Z=Y_{1} Y_{2} \ldots Y_{l+1}$ and $Y_{2} \ldots Y_{l+1}>0$, we have

$$
p_{1, l}(z)=\int_{\mathbb{R}_{+}^{l}} g_{1, l}\left(\frac{z}{y_{2} \ldots y_{l+1}}, y_{2}, \ldots, y_{l+1} ; \boldsymbol{m}, C\right) \frac{d y_{2}}{y_{2}} \ldots \frac{d y_{l+1}}{y_{l+1}}
$$

By putting $w_{i}=\log y_{i+1}(1 \leq i \leq l)$, we have the desired expression.
4.2. Moments of the normal-lognormal product distribution

Theorem 2. Let $Z$ denote a random variable following normal-lognormal product distribution of index $(n, l)$ with $N=n+l$, and let $\boldsymbol{X}=\left(X_{1}, \ldots, X_{N}\right)^{T}$ denote its underlying normal distribution with mean vector $\boldsymbol{m}=\left(m_{i}\right) \in \mathbb{R}^{N}$ and covariance matrix $C=\left(c_{i j}\right) \in \mathbb{R}^{N \times N}$. Then the $d$-th raw moment of $Z$ is given by

$$
\begin{equation*}
\mathbb{E}\left[Z^{d}\right]=\mathbb{E}\left[\left(X_{1} \cdots X_{n} e^{X_{n+1}+\cdots+X_{N}}\right)^{d}\right]=e^{Q\left(\boldsymbol{d}_{0, l}\right)} R_{d_{n, 0}}(\boldsymbol{\zeta}) \tag{4.1}
\end{equation*}
$$

where $d_{n, 0}=(\overbrace{d, \ldots, d}^{n}, 0, \ldots, 0), \boldsymbol{d}_{0, l}=(0, \ldots, 0, \overbrace{d, \ldots, d}^{l})^{T}$ and $\zeta=\left(\zeta_{i}\right)=\boldsymbol{\xi}\left(\boldsymbol{d}_{0, l}\right)$. Explicitly, $Q\left(\boldsymbol{d}_{0, l}\right)=d \sum_{j=1}^{l} m_{n+j}+\frac{d^{2}}{2} \sum_{i, j=1}^{l} c_{n+i, n+j}$ and $\zeta_{i}=m_{i}+d \sum_{j=1}^{l} c_{i, n+j}(1 \leq$ $i \leq N)$.

Proof. For $\alpha=\left(\alpha_{i}\right) \in \mathbb{N}^{N}$ where $N=n+l$, put $\alpha_{n, 0}=\left(\alpha_{1}, \ldots, \alpha_{n}, 0, \ldots, 0\right)$ and $\boldsymbol{\alpha}_{0, l}=\left(0, \ldots, 0, \alpha_{n+1}, \ldots, \alpha_{N}\right)^{T}$. Substituting $\alpha=\alpha_{n, 0}$ in the key formula (2.5) and evaluating it at $\boldsymbol{t}=\boldsymbol{\alpha}_{0, l}$, we have

$$
\begin{equation*}
\mathbb{E}\left[X_{1}^{\alpha_{1}} \cdots X_{n}^{\alpha_{n}} e^{\alpha_{n+1} X_{n+1}+\cdots+\alpha_{N} X_{N}}\right]=\partial^{\alpha_{n, 0}} M_{\boldsymbol{X}}\left(\boldsymbol{\alpha}_{0, l}\right)=e^{Q\left(\boldsymbol{\alpha}_{0, l}\right)} R_{\alpha_{n, 0}}\left(\boldsymbol{\xi}\left(\boldsymbol{\alpha}_{0, l}\right)\right) \tag{4.2}
\end{equation*}
$$

Setting $\alpha_{1}=\cdots=\alpha_{N}=d \in \mathbb{N}$ in Eq.(4.2), we have Eq.(4.1). This completes the proof.

When $d=1$, we have the mean of the normal-longnormal product distribution of index $(n, l)$.

Corollary 2. With the notation as above, when $d=1$, we have

$$
\mathbb{E}[Z]=\mathbb{E}\left[X_{1} \cdots X_{n} e^{X_{n+1}+\cdots+X_{N}}\right]=e^{Q_{0}} \sum_{k=0}^{\lfloor n / 2\rfloor} \sum_{\sigma \in \mathcal{P}_{k}(n)}\left(\prod_{\{i, j\} \in \sigma} c_{i j} \prod_{i \in\{1, \ldots, n\} \backslash \cup \sigma} \zeta_{i}\right)
$$

where $Q_{0}=\sum_{j=1}^{l} m_{n+j}+\frac{1}{2} \sum_{i, j=1}^{l} c_{n+i, n+j}, \zeta_{i}=m_{i}+\sum_{j=1}^{l} c_{i, n+j}(1 \leq i \leq n)$ and $\mathscr{P}_{k}(n)$ denotes the set of $k$-pairings of $\{1, \ldots, n\}$.

Proof. When $d=1, Q\left(\boldsymbol{d}_{0, l}\right)=Q_{0}$. For notational simplicity put $\mathrm{v}=1_{n, 0}=(\overbrace{1, \ldots, 1}^{n}$, $0, \ldots, 0)$. Then we have

$$
\begin{aligned}
R_{v}(\boldsymbol{\zeta}) & =\sum_{\sigma \in \mathcal{P}(v)} c_{\sigma} \boldsymbol{\zeta}^{v-\bar{\sigma}}=\sum_{k=0}^{\lfloor n / 2\rfloor} \sum_{\sigma \in \mathcal{P}_{k}(v)} c_{\sigma} \boldsymbol{\zeta}^{v-\bar{\sigma}} \\
& =\sum_{k=0}^{\lfloor n / 2\rfloor} \sum_{\sigma \in \mathcal{P}_{k}(n)}\left(\prod_{\{i, j\} \in \sigma} c_{i j} \prod_{i \in\{1, \ldots, n\} \backslash \cup \sigma} \zeta_{i}\right) .
\end{aligned}
$$

In the last step, we identified $\mathcal{P}_{k}(v)$ with $\mathcal{P}_{k}(n)$ by identifying $V_{v}=\{1, \ldots, n\}$. Thus, from Eq.(4.1) the corollary follows.

When $n=1$, we have the following explicit formula for arbitrary moments of the normal-longnormal product distribution of index $(1, l)$.

Corollary 3. With the notation as above, when $n=1$, we have

$$
\mathbb{E}\left[Z^{d}\right]=\mathbb{E}\left[\left(X_{1} e^{X_{2}+\cdots+X_{l+1}}\right)^{d}\right]=e^{Q_{1}} \sum_{k=0}^{\lfloor d / 2\rfloor} \frac{d!}{2^{k} k!(d-2 k)!} \sigma_{1}{ }^{2 k} \zeta_{1}^{d-2 k}
$$

where $\sigma_{1}^{2}=c_{11}, Q_{1}=d \sum_{j=1}^{l} m_{j+1}+\frac{d^{2}}{2} \sum_{i, j=1}^{l} c_{i+1, j+1}$ and $\zeta_{1}=m_{1}+d \sum_{j=1}^{l} c_{1, j+1}$.

Proof. When $n=1, Q\left(\boldsymbol{d}_{0, l}\right)=Q_{1}$. By definition, for $d_{1,0}=(d, 0, \ldots, 0) \in \mathbb{N}^{l+1}$ and $\zeta=\left(\zeta_{i}\right) \in \mathbb{R}^{l+1}$, we have

$$
\begin{aligned}
R_{d_{1,0}}(\zeta) & =\sum_{k=0}^{\lfloor d / 2\rfloor} \sum_{\sigma \in \mathcal{P}_{k}\left(d_{1,0}\right)} c_{\sigma} \zeta^{d_{1,0}-\bar{\sigma}}=\sum_{k=0}^{\lfloor d / 2\rfloor} \# \mathcal{P}_{k}\left(d_{1,0}\right) c_{11}{ }^{k} \zeta_{1}^{d-2 k} \\
& =\sum_{k=0}^{\lfloor d / 2\rfloor} \frac{d!}{2^{k} k!(d-2 k)!} \sigma_{1}^{2 k} \zeta_{1}^{d-2 k} .
\end{aligned}
$$

Here we used Eq.(2.4) in the last step. Therefore, from Eq.(4.1) the corollary follows.

By applying the idea of the proof of Theorem 2 to the results of Example 1, we can directly calculate the first few moments of the normal-lognormal product distribution for $n, l \in\{1,2\}$ and $d \leq 8 /(n+l)$.

Example 2. For subsequent use, we evaluate $\xi_{k}(\boldsymbol{t})$ and $Q(\boldsymbol{t})$ at $\boldsymbol{t}=a \boldsymbol{e}_{i}+b \boldsymbol{e}_{j}$ (namely, $t_{i}=a, t_{j}=b$, and $t_{h}=0$ for $\left.h \neq i, j\right)$ :

$$
\begin{aligned}
\xi_{k}\left(a \boldsymbol{e}_{i}+b \boldsymbol{e}_{j}\right) & =m_{k}+a c_{k i}+b c_{k j}, \\
Q\left(a \boldsymbol{e}_{i}+b \boldsymbol{e}_{j}\right) & =a m_{i}+b m_{j}+\frac{1}{2}\left(a^{2} \sigma_{i}^{2}+2 a b c_{i j}+b^{2} \sigma_{j}^{2}\right)
\end{aligned}
$$

(i) Index $(1,1)$ case: Evaluating $\mathbb{E}\left[X_{1} e^{\boldsymbol{t} \cdot \boldsymbol{X}}\right]$ at $\boldsymbol{t}=\boldsymbol{e}_{2}$, we have

$$
\mathbb{E}[Z]=\mathbb{E}\left[X_{1} e^{X_{2}}\right]=e^{m_{2}+\frac{\sigma_{2}^{2}}{2}}\left(m_{1}+c_{12}\right)
$$

Evaluating $\mathbb{E}\left[X_{1}^{2} e^{\boldsymbol{t} \cdot \boldsymbol{X}}\right]$ at $\boldsymbol{t}=2 \boldsymbol{e}_{2}$, we have

$$
\mathbb{E}\left[Z^{2}\right]=\mathbb{E}\left[X_{1}^{2} e^{2 X_{2}}\right]=e^{2 m_{2}+2 \sigma_{2}^{2}}\left(\left(m_{1}+2 c_{12}\right)^{2}+\sigma_{1}^{2}\right) .
$$

Hence, we have

$$
\operatorname{Var}[Z]=\mathbb{E}\left[Z^{2}\right]-\mathbb{E}[Z]^{2}=e^{2 m_{2}+\sigma_{2}^{2}}\left[e^{\sigma_{2}^{2}}\left(\left(m_{1}+2 c_{12}\right)^{2}+\sigma_{1}^{2}\right)-\left(m_{1}+c_{12}\right)^{2}\right] .
$$

Also, from the above results, we have

$$
\operatorname{Cov}\left(X_{1}, e^{X_{2}}\right)=\mathbb{E}\left[X_{1} e^{X_{2}}\right]-\mathbb{E}\left[X_{1}\right] \mathbb{E}\left[e^{X_{2}}\right]=e^{m_{2}+\frac{\sigma_{2}^{2}}{2}} c_{12}
$$

This gives an alternative proof of the second case of Proposition 2 (3).
Evaluating $\mathbb{E}\left[X_{1}^{3} e^{\boldsymbol{t} \cdot \boldsymbol{X}}\right]$ at $\boldsymbol{t}=3 \boldsymbol{e}_{2}$, and $\mathbb{E}\left[X_{1}^{4} e^{\boldsymbol{t} \cdot \boldsymbol{X}}\right]$ at $\boldsymbol{t}=4 \boldsymbol{e}_{2}$, we have

$$
\begin{aligned}
& \mathbb{E}\left[Z^{3}\right]=\mathbb{E}\left[X_{1}^{3} e^{3 X_{2}}\right]=e^{3 m_{2}+(9 / 2) \sigma_{2}^{2}}\left(\left(m_{1}+3 c_{12}\right)^{3}+3 \sigma_{1}^{2}\left(m_{1}+3 c_{12}\right)\right) \\
& \mathbb{E}\left[Z^{4}\right]=\mathbb{E}\left[X_{1}^{4} e^{4 X_{2}}\right]=e^{4 m_{2}+4 \sigma_{2}^{2}}\left(\left(m_{1}+4 c_{12}\right)^{4}+6 \sigma_{1}^{2}\left(m_{1}+4 c_{12}\right)^{2}+3 \sigma_{1}^{4}\right)
\end{aligned}
$$

(ii) Index $(1,2)$ case: Evaluating $\mathbb{E}\left[X_{1} e^{\boldsymbol{t} \cdot \boldsymbol{X}}\right]$ at $\boldsymbol{t}=\boldsymbol{e}_{2}+\boldsymbol{e}_{3}$, we have

$$
\mathbb{E}[Z]=\mathbb{E}\left[X_{1} e^{X_{2}+X_{3}}\right]=e^{m_{2}+m_{3}+\frac{1}{2}\left(\sigma_{2}^{2}+2 c_{23}+\sigma_{3}^{2}\right)}\left(m_{1}+c_{12}+c_{13}\right) .
$$

Evaluating $\mathbb{E}\left[X_{1}^{2} e^{\boldsymbol{t} \cdot \boldsymbol{X}}\right]$ at $\boldsymbol{t}=2 \boldsymbol{e}_{2}+2 \boldsymbol{e}_{3}$, we have
$\mathbb{E}\left[Z^{2}\right]=\mathbb{E}\left[X_{1}^{2} e^{2 X_{2}+2 X_{3}}\right]=e^{2\left(m_{2}+m_{3}\right)+2\left(\sigma_{2}^{2}+2 c_{23}+\sigma_{3}^{2}\right)}\left(\left(m_{1}+2 c_{12}+2 c_{13}\right)^{2}+\sigma_{1}^{2}\right)$.
(iii) Index $(2,1)$ case: Evaluating $\mathbb{E}\left[X_{1} X_{2} e^{\boldsymbol{t} \cdot \boldsymbol{X}}\right]$ at $\boldsymbol{t}=\boldsymbol{e}_{3}$, we have

$$
\mathbb{E}[Z]=\mathbb{E}\left[X_{1} X_{2} e^{X_{3}}\right]=e^{m_{3}+\frac{\sigma_{3}^{2}}{2}}\left(\left(m_{1}+c_{13}\right)\left(m_{2}+c_{23}\right)+c_{12}\right)
$$

Evaluating $\mathbb{E}\left[X_{1}^{2} X_{2}^{2} e^{\boldsymbol{t} \cdot \boldsymbol{X}}\right]$ at $\boldsymbol{t}=2 \boldsymbol{e}_{3}$, we have

$$
\begin{aligned}
\mathbb{E}\left[Z^{2}\right]= & \mathbb{E}\left[X_{1}^{2} X_{2}^{2} e^{2 X_{3}}\right] \\
= & e^{2 m_{3}+2 \sigma_{3}^{2}}\left[\left(m_{1}+2 c_{13}\right)^{2}\left(m_{2}+2 c_{23}\right)^{2}+\sigma_{2}^{2}\left(m_{1}+2 c_{13}\right)^{2}\right. \\
& \left.+\sigma_{1}^{2}\left(m_{2}+2 c_{23}\right)^{2}+4 c_{12}\left(m_{1}+2 c_{13}\right)\left(m_{2}+2 c_{23}\right)+2 c_{12}^{2}+\sigma_{1}^{2} \sigma_{2}^{2}\right] .
\end{aligned}
$$

(iv) Index $(2,2)$ case: Evaluating $\mathbb{E}\left[X_{1} X_{2} e^{\boldsymbol{t} \cdot \boldsymbol{X}}\right]$ at $\boldsymbol{t}=\boldsymbol{e}_{3}+\boldsymbol{e}_{4}$, we have

$$
\begin{aligned}
\mathbb{E}[Z] & =\mathbb{E}\left[X_{1} X_{2} e^{X_{3}+X_{4}}\right] \\
& =e^{m_{3}+m_{4}+\frac{1}{2}\left(\sigma_{3}^{2}+2 c_{34}+\sigma_{4}^{2}\right)}\left(\left(m_{1}+c_{13}+c_{14}\right)\left(m_{2}+c_{23}+c_{24}\right)+c_{12}\right)
\end{aligned}
$$

Evaluating $\mathbb{E}\left[X_{1}^{2} X_{2}^{2} e^{\boldsymbol{t} \cdot \boldsymbol{X}}\right]$ at $\boldsymbol{t}=2 \boldsymbol{e}_{3}+2 \boldsymbol{e}_{4}$, we have

$$
\begin{aligned}
\mathbb{E}\left[Z^{2}\right]= & \mathbb{E}\left[X_{1}^{2} X_{2}^{2} e^{2 X_{3}+2 X_{4}}\right] \\
= & e^{2\left(m_{3}+m_{4}\right)+2\left(\sigma_{3}^{2}+2 c_{34}+\sigma_{4}^{2}\right)}\left[\left(m_{1}+2 c_{13}+2 c_{14}\right)^{2}\left(m_{2}+2 c_{23}+2 c_{24}\right)^{2}\right. \\
& +\sigma_{2}^{2}\left(m_{1}+2 c_{13}+2 c_{14}\right)^{2}+\sigma_{1}^{2}\left(m_{2}+2 c_{23}+2 c_{24}\right)^{2} \\
& \left.+4 c_{12}\left(m_{1}+2 c_{13}+2 c_{14}\right)\left(m_{2}+2 c_{23}+2 c_{24}\right)+2 c_{12}^{2}+\sigma_{1}^{2} \sigma_{2}^{2}\right]
\end{aligned}
$$
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