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VISCOSITY S-ITERATION ALGORITHM FOR FINDING
COMMON FIXED POINT OF NONEXPANSIVE MAPPINGS AND

APPLICATION TO NONEXPANSIVE SEMIGROUPS
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Abstract. We study the problem of finding the common element of the set of fixed points of two
nonexpansive mappings in Hilbert spaces. Some previous attempts in this direction make some
restrictive assumptions which may be difficult to check in practice on the generated sequence.
In this paper, we introduce a viscosity S-iteration scheme for finding the common fixed point of
two nonexpansive mappings. Under some very mild conditions, we obtain a strong convergence
theorem for the sequence generated by our algorithm. We apply our main result to approximat-
ing common fixed points of nonexpansive semigroups. We also provide numerical examples to
support our main results and illustrate the efficiency and effectiveness of our algorithm by com-
paring with some existing algorithms in literature. This work generalizes and improves some
existing works in the literature in this direction.
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1. INTRODUCTION

Let H be a real Hilbert space endowed with the inner product 〈·, ·〉 and induced
norm ‖ ·‖ and C a nonempty closed and convex subset of H. A mapping T : C→C is
called nonexpansive if ‖T x−Ty‖ ≤ ‖x−y‖ for every x,y ∈C. A mapping f : C→C
is called a contraction if there exists θ ∈ [0,1) such that ‖ f (x)− f (y)‖ ≤ θ‖x−y‖ for
every x,y ∈C. A point x ∈C is called the fixed point of T if T x = x. We shall denote
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the fixed point set of T by Fix(T ). The study of fixed point theory for nonexpans-
ive mappings has flourished in recent years due to its vast applications in fields like
compressed sensing, economics and other applied sciences (see for instance, [4] and
some of the references therein). In particular, some problems such as convex feas-
ibility problems, convex optimization problems, monotone inclusion problems and
image restoration problems can be seen as finding the fixed points of nonexpansive
mapping (see [?, 6, 8, 20]). In the past and recent years, researchers have put con-
siderable efforts in the study and in the formulation of algorithms to approximate
the fixed points of nonexpansive mappings and related optimization problems, see
[?, ?, 3, 15, 16, 19, 24]. We mention few of these algorithms:

The Mann iterative scheme is defined as follows:{
x1 ∈C,

xn+1 = (1−αn)xn +αnT xn, n≥ 1,
(1.1)

where {αn} ⊂ [0,1]. It is known that the Mann iterative scheme (1.1) converges
weakly to a fixed point of T provided that {αn} ⊂ [0,1] satisfies

∞

∑
n=1

αn(1−αn) = +∞.

Halpern [13] proposed the following recursive formula:

xn+1 = αnu+(1−αn)T xn, n≥ 0, (1.2)

where {αn} ⊂ [0,1] and u ∈ C. Halpern shown that under the following control
conditions:

(H1) limn→∞ αn = 0;
(H2) ∑

∞
n=1 αn =+∞;

the sequence {xn} converges strongly to a fixed point of T .
Oftentimes, in many real world problems arising in infinite dimensional spaces,

strong convergence is much more desirable than weak convergence (see [7] and the
references therein). Both Mann’s and Halpern’s algorithms have received consider-
able research efforts recently. Lions [17] proved that the Halpern iterative scheme
(1.2) converges strongly to a fixed point of T provided {αn} satisfies the following
control conditions:

(A1) limn→∞ αn = 0;
(A2) ∑

∞
n=1 αn =+∞;

(A3) limn→∞
|αn+1−αn|

α2
n+1

= 0.

One can see that in [17], the sequence {αn} excluded canonical choice like αn =
1

n+1 . Wittmann [26] considered the iterative scheme (1.2) where {αn} satisfies the
following control conditions:

(B1) limn→∞ αn = 0;
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(B2) ∑
∞
n=1 αn =+∞;

(B3) ∑
∞
n=1 |αn+1−αn|<+∞,

and proved that {xn} converges strongly to x∗ ∈ F(T ) such that x∗ = PF(T )u.
Moudafi [19] proposed the viscosity approximation method for finding the fixed

points of nonexpansive mapping T : Let x1 ∈C be arbitrary and define

xn+1 = αn f (xn)+(1−αn)T xn, n≥ 1, (1.3)

where f : C→ C is a contraction and {αn} ⊂ [0,1] satisfying the following control
conditions:

(M1) limn→∞ αn = 0;
(M2) ∑

∞
n=1 αn =+∞;

(M3) limn→∞
αn+1
αn

= 1.

It is obvious that (1.3) extends (1.2). Moudafi [19] proved the following result in
Hilbert spaces:

Theorem 1 ([19, Theorem 2.1]). If {αn} satisfies the conditions (M1) - (M3) as
above, then the sequence {xn} generated by (1.3) converges strongly to a fixed point
x∗ of T , which also solves the variational inequality problem:

find x∗ ∈ F(T ) such that 〈 f (x∗)− x∗,x− x∗〉 ≤ 0, x ∈ F(T ).

For other recent works on viscosity method for approximating fixed point of non-
expansive mappings, please see [16].

Agarwal et al. [1] proposes the following iterative scheme called the S-iteration
process:

Algorithm 1. Let C be a convex subset of a linear space X and T a mapping of C
onto itself. Let x1 ∈C and generate the sequence {xn} by{

yn = (1−βn)xn +βnT xn,

xn+1 = (1−αn)T xn +αnTyn, n ∈ N,

where {αn} and {βn} are real sequences in (0,1) satisfying the condition:

∞

∑
n=1

αnβn(1−βn) = ∞.

It is known that Algorithm 1 does not reduce to the Mann iterative scheme (1.1).

Let T,U : C→C be two nonexpansive mappings, our aim in this paper is to find
the common fixed points of T and U . Problems of this kind have been studied by
authors very recently (see [9, 23] and some of the references therein).
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Suparatulatorn et al. [23] introduced a modified S-iteration process defined as
follows: 

x0 ∈C,

yn = (1−βn)xn +βnS1xn,

xn+1 = (1−αn)S1xn +αnS2yn, n≥ 0,
where C is a nonempty subset of a real Banach space, the two sequences {αn},{βn}⊂
(0,1) and S1,S2 : C→ C are G-nonexpansive mappings and under some conditions
proved weak and strong convergence theorems for finding common fixed point of the
two G-nonexpansive mappings in a uniformly convex Banach space.

Also very recently, Ahmad et al. [2] studied the problem of finding the common
fixed point of two nonexpansive mappings T,U : C→C in Hilbert spaces and proved
the following theorem:

Theorem 2 ([2, Theorem 2.1]). Let T,U : C→C be two nonexpansive mappings
with Γ := Fix(T )∩Fix(U) 6=∅. Also let f : C→C be a contraction with coefficient
θ ∈ [0,1). Assume that the sequence {xn} in C generated by (1.4)

xn+1 = αn f (xn)+βnT (xn)+ γnU(xn), n≥ 1, (1.4)

where {αn}, {βn} and {γn} are sequences in (0,1) satisfying
(1) αn +βn + γn = 1,
(2) limn→∞ αn = 0, ∑

∞
n=0 = ∞,

(3) ∑
∞
n=0 |αn+1−αn|< ∞ and ∑

∞
n=0 |βn+1−βn|< ∞,

(4) limn→∞ ‖U(xn)−T (xn)‖= 0.
Then {xn} converges strongly to x∗ ∈ Γ, which satisfies the variational inequality

〈(1− f )x∗,x− x∗〉 ≥ 0 ∀ x ∈ Γ.

Looking at iterative scheme (1.4), one will see that the condition (4) is restrictive.
This is because one will have to first check that limn→∞ ‖U(xn)−T (xn)‖= 0 before
the implementation. This then brought about the following question:

Question 1. Is it possible to modify (1.4) so that the conditions (1) - (4) are relaxed
and also obtain strong convergence?

We answer this question in the affirmative.
In this paper, motivated by the works of Ahmad et al. [2], the above works and the

ongoing research interest in this direction, we propose a viscosity S-iteration for find-
ing the common fixed points of two nonexpansive mappings in Hilbert space. Under
some mild conditions, we prove a strong convergence theorem and give some con-
sequence of our main result. We apply our main results to nonexpansive semigroups.

This paper is organised as follows. In Section 2, we give some useful definitions,
notations and lemmas which are needed for our algorithm’s analysis. In Section 3,
the algorithm and its strong convergence theorem is presented. In Section 4, we
apply our main result to nonexpansive semigroups. In Section 5, we give numerical
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example to illustrate our algorithms and compare it with some existing algorithms in
literature. We conclude in Section 6.

2. PRELIMINARIES

Throughout this article, we let H be a real Hilbert space with inner product 〈·, ·〉
and the induced norm ‖·‖. C is a nonempty closed convex subset of H and I : H→H
is the identity mapping on H. We denote by ‘xn ⇀ x’ and ‘xn→ x’, the weak and the
strong convergence of {xn} to a point x respectively.

We recall the following definitions:

Definition 1 ([8, Definition 4.1, Definition 22.1]). An operator T : C→C is said
to be:

(i) Lipschitzian if there exists a constant L > 0 such that

‖T x−Ty‖ ≤ L‖x− y‖ ∀ x,y ∈C;

(ii) firmly nonexpansive if

‖T x−Ty‖2 +‖(I−T )x− (I−T )y‖2 ≤ ‖x− y‖2 ∀ x,y ∈C,

or equivalently,

‖T x−Ty‖2 ≤ 〈x− y,T x−Ty〉 ∀ x,y ∈C;

(iii) β-strongly monotone if there exists β > 0 such that

〈T x−Ty,x− y〉 ≥ β‖x− y‖2 ∀ x,y ∈C.

One can verify that if the mapping h : C → C is a contraction with contractive
constant τ∈ [0,1), then I−h is 2(1+τ2)-Lipschitzian and (1−τ)-strongly monotone.
It can be deduced from the definition above that every firmly nonexpansive mapping
is nonexpansive. It is known that the set of fixed points of nonexpansive mapping
in Hilbert space is closed and convex. The metric projection of H onto C (see [?]),
denotes as PC, is the mapping that assigns every point x ∈ H to its unique nearest
point in C i.e.,

‖x−PCx‖ ≤ ‖x− y‖ ∀ y ∈C.

The metric projection is characterized by PCx ∈C and

〈x−PCx,y−PCx〉 ≤ 0 ∀y ∈C.

Moreover, PC is nonexpansive and Fix(PC) =C.
Let h : C→C be a nonlinear operator. The Variational Inequality Problem (VIP) is
to

find x∗ ∈C such that 〈h(x∗),x− x∗〉 ≥ 0 ∀ x ∈C.
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Lemma 1 ([28, Proposition 2.7]). Let H be a real Hilbert space. Suppose that
h : H → H is κ- Lipschitzian and β- strongly monotone over a closed convex subset
C ⊂ H. Then, the following VIP

〈h(u∗),v−u∗〉 ≥ 0 ∀ v ∈C

has its unique solution u∗ ∈C.

Lemma 2. [12] Let C be a nonempty closed convex subset of a real Hilbert space
H and let T : C→C be a nonexpansive mapping such that Fix(T ) 6=∅. If a sequence
{xn} in C is such that xn ⇀ x∗ and ‖xn−T xn‖→ 0, then x∗ = T x∗.

Lemma 3 ([11, Page 1]). Let H be a real Hilbert space, then the following asser-
tions hold:

(i) ‖x± y‖2 = ‖x‖2±2〈x,y〉+‖y‖2 for all x,y ∈ H;
(ii) for all x,y,z ∈ H and α,β,γ ∈ [0,1] with α+β+ γ = 1, we have

‖αx+βy+ γz‖2 = α‖x‖2 +β‖y‖2 + γ‖z‖2−αβ‖x− y‖2−αγ‖x− z‖2−βγ‖y− z‖2.

Lemma 4 ([27, Lemma 2.1]). Let {sn} be a sequence of nonnegative real numbers
satisfying the following relation:

sn+1 ≤ (1− tn)sn + tnρn, n≥ n0,

where {tn} ⊂ (0,1) and {ρn} ⊂R satisfying the following conditions: limn→∞ tn = 0,
∑

∞
n=1 tn = ∞, and limsupn→∞ ρn ≤ 0. Then sn→ 0 as n→ ∞.

Lemma 5 ([18, Lemma 3.1]). Let {an} be sequence of real numbers such that
there exists a subsequence {ani}i≥0 of {an} with ani < ani+1 for all i ∈ N. Then,
there exists an increasing sequence {mk} ⊂ N such that mk → ∞ and the following
properties are satisfied by all (sufficiently large) numbers k ∈ N:

amk ≤ amk+1 and ak ≤ amk+1.

In fact, mk is the largest number n in the set {1,2, · · ·k} such that the condition
an ≤ an+1 holds.

3. MAIN RESULTS

In this section, we present our algorithm and study the convergence analysis.

Algorithm 2. Let T,U : C→C be two nonexpansive mappings with Ω := Fix(T )∩
Fix(U) 6= ∅. Also let f : C→C be a contraction with coefficient ν ∈ [0,1). Choose
x0 ∈C and let {xn} be the sequence generated by (3.1){

un = (1−αn)xn +αnT xn,

xn+1 = βn f (xn)+ γnT xn +ξnUun, n≥ 1,
(3.1)

where {αn}, {βn}, {γn} and {ξn}are sequences in (0,1) satisfying
(i) βn + γn +ξn = 1;
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(ii) liminfn→∞ γnξn > 0, liminfn→∞ ξnαn(1−αn)> 0;
(iii) limn→∞ βn = 0, ∑

∞
n=1 βn = ∞.

Lemma 6. The sequence {xn} generated by Algorithm 2 is bounded.

Proof. Let p ∈Ω. Then

‖un− p‖= ‖(1−αn)xn +αnT xn− p‖
≤ (1−αn)‖xn− p‖+αn‖T xn− p‖
≤ (1−αn)‖xn− p‖+αn‖xn− p‖
= ‖xn− p‖. (3.2)

Also,

‖xn+1− p‖= ‖βn[ f (xn)− p]+ γn[T xn− p]+ξn[Uun− p]‖
≤ βn‖ f (xn)− p‖+ γn‖xn− p‖+ξn‖un− p‖
≤ βnν‖xn− p‖+βn‖ f (p)− p‖+ γn‖xn− p‖+ξn‖un− p‖. (3.3)

Substituting (3.2) into (3.3) gives

‖xn+1− p‖ ≤ (1−βn +βnν)‖xn− p‖+βn‖ f (p)− p‖

= [1−βn(1−ν)]‖xn− p‖+ βn(1−ν)‖ f (p)− p‖
1−ν

≤max
{
‖xn− p‖, ‖ f (p)− p‖

1−ν

}
...

≤max
{
‖x0− p‖, ‖ f (p)− p‖

1−ν

}
.

Showing that {‖xn+1− p‖} is bounded. Hence {T xn}, {Uun} and {xn} are bounded.
�

Theorem 3. The sequence {xn} generated by Algorithm 2 converges strongly to
p ∈ Ω, where p is the unique solution of the following VIP (3.4): Find p ∈ Ω such
that

〈(I− f )p,x− p〉 ≥ 0 ∀ x ∈Ω. (3.4)

Proof. Since f is a ν-contraction mapping, it follows that I − f is 2(1 + ν2)-
Lipschitzian and (1−ν)-strongly monotone ([?]). Therefore by Lemma 1, it follows
that the VIP (3.4) has a unique solution p ∈Ω.

Set K(xn,un) = θnT xn +(1−θn)Uun, where θn =
γn

1−βn
, 1−θn =

ξn
1−βn

. Note that
by Lemma 3 (ii)

‖K(xn,un)− p‖2 = ‖θnT xn +(1−θn)Uun− p‖2
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≤ θn‖T xn− p‖2 +(1−θn)‖Uun− p‖2

≤ θn‖xn− p‖2 +(1−θ)‖un− p‖2

≤ ‖xn− p‖2. (3.5)

Also

〈 f (xn)− p,K(xn,un)− p〉= 〈 f (xn)− f (p),K(xn,un)− p〉
+ 〈 f (p)− p,K(xn,un)− p〉
≤ ‖ f (xn)− f (p)‖‖K(xn,un)− p‖
+ 〈 f (p)− p,K(xn,un)− p〉

≤ 1
2
[‖ f (xn)− f (p)‖2 +‖K(xn,un)− p‖2]

+ 〈 f (p)− p,K(xn,un)− p〉

≤ 1
2
[ν2‖xn− p‖2 +‖xn− p‖2]

+ 〈 f (p)− p,K(xn,un)− p〉. (3.6)

Then we have by (3.5) and (3.6) that

‖xn+1− p‖2 =‖βn f (xn)+(1−βn)K(xn,un)− p‖2

=β
2
n‖ f (xn)− p‖2 +2βn(1−βn)〈 f (xn)− p,K(xn,un)− p〉
+(1−βn)

2‖K(xn,un)− p‖2

≤β
2
n‖ f (xn)− p‖2 +βn(1−βn)[(ν

2 +1)‖xn− p‖2]

+ (1−βn)
2‖xn− p‖2

+2βn(1−βn)〈 f (p)− p,K(xn,un)− p〉
=(1−βn(1− (1−βn)ν

2))‖xn− p‖2

+βn[βn‖ f (xn)− p‖2 +2(1−βn)〈 f (p)− p,K(xn,un)− p〉]
=(1−λn)Γn(p)+λnδn, (3.7)

where λn = βn(1− (1−βn)ν
2), Γn(p) = ‖xn− p‖2 and

δn =
[βn‖ f (xn)−p‖2+2(1−βn)〈 f (p)−p,K(xn,un)−p〉]

1−(1−βn)ν2 . We now consider the following cases:

Case 1: Suppose {Γn(p)} is monotonically non-increasing for all n ≥ n0 for
some n0 ∈ N. Since {Γn(p)} is bounded and assumed to be monotonically
non-increasing, it then implies that it converges. So Γn(p)−Γn+1(p)→ 0 as
n→ ∞. From (3.1) we derive that

‖xn+1− p‖2 =‖βn f (xn)+ γnT xn +ξnUun− p‖2

≤βn‖ f (xn)− p‖2 + γn‖T xn− p‖2
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+ξn‖Uun− p‖2− γnξn‖T xn−Uun‖2

≤βn‖ f (xn)− p‖2 + γn‖xn− p‖2 +ξn‖xn− p‖2

− γnξn‖T xn−Uun‖2−ξnαn(1−αn)‖T xn− xn‖2

=βn‖ f (xn)− p‖2 +(1−βn)‖xn− p‖2

− γnξn‖T xn−Uun‖2−ξnαn(1−αn)‖T xn− xn‖2.

Then, we get that

γnξn‖T xn−Uun‖2 +ξnαn(1−αn)‖T xn− xn‖2 ≤
βn‖ f (xn)− p‖2 +(1−βn)Γn(p)−Γn+1(p). (3.8)

Taking the limit in (3.8) as n→ ∞ and using the control conditions, we get

‖T xn−Uun‖→ 0 (3.9)

and
‖T xn− xn‖→ 0. (3.10)

Therefore from (3.1) and (3.10), we obtain that

‖Uxn−Uun‖= ‖Uxn−U((1−αn)xn +αnT xn)‖
≤ ‖xn− [(1−αn)xn +αnT xn]‖
= αn‖xn−T xn‖→ 0 as n→ ∞. (3.11)

Thus from (3.9) and (3.11), we obtain that

‖T xn−Uxn‖ ≤ ‖T xn−Uun‖+‖Uun−Uxn‖→ 0 as n→ ∞. (3.12)

And from (3.10) and (3.12), we get

‖Uxn− xn‖ ≤ ‖Uxn−T xn‖+‖T xn− xn‖→ 0 as n→ ∞. (3.13)

We next prove that ‖un− xn‖ → 0 and ‖xn+1− xn‖ → 0 as n→ ∞. Indeed,
from (3.1) and (3.10) we see that

‖un− xn‖= αn‖xn−T xn‖→ 0 as n→ ∞.

Also from (3.10) and (3.13), we obtain that

‖xn+1− xn‖= ‖βn f (xn)+ γnT xn +ξnUun− xn‖
≤ βn‖ f (xn)− xn‖+ γn‖T xn− xn‖+ξn‖Uun− xn‖→ 0 as n→ ∞.

By the boundedness of {xn}, there exists a subsequence {xnk} of {xn} such
that xnk ⇀ x∗ as k→ ∞. By the demiclosedness of T and U and (3.10) (see
Lemma 2) and (3.13), it then implies that x∗ ∈ Fix(T )∩ Fix(U). We will
next show that limsupn→∞ δn ≤ 0 and establish the strong convergence of the
sequence {xn}. First observe that from (3.10), (3.11) and (3.12), we have

K(xnk ,unk) = θnk T xnk +(1−θnk)Uunk
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→ θnk xnk +(1−θnk)xnk

⇀ x∗ as k→ ∞.

Therefore,

limsup
n→∞

〈 f (p)− p,K(xn,un)− p〉

≤ limsup
k→∞

〈 f (p)− p,K(xnk ,unk)− p〉

≤ 〈 f (p)− p,x∗− p〉 ≤ 0, (3.14)

where (3.14) follows from (3.4). Furthermore, it is easy to see that limn→∞ λn
= 0 and ∑

∞
n=1 λn = ∞. Hence, we conclude by Lemma 4 that limn→∞ Γn(p) =

0. Therefore xn→ p as n→ ∞.
Case 2: Suppose {Γn(p)} is not monotonically decreasing. Then there exists

a subsequence {nr} of {n} such that Γnr(p) < Γnr+1(p) for all r ∈ N. By
Lemma 5, there exists an increasing sequence {mr} ⊂ N such that mr → ∞

and
0≤ Γmr(p)≤ Γmr+1(p) for all r ∈ N. (3.15)

Then using similar argument as in Case 1, we see that as mr→ ∞,

‖xmr −T xmr‖→ 0 ,‖Uxmr − xmr‖→ 0

and
limsup

n→∞

〈 f (p)− p,K(xmr ,umr)− p〉 ≤ 0.

It then follows from (3.7) and (3.15) that

0≤ (1−λmr)Γmr(p)−Γmr+1(p)+λmr δmr

≤ (1−λmr)Γmr+1(p)−Γmr(p)+λmr δmr

=−λmr Γmr+1(p)+λmr δmr .

Therefore,
Γmr+1(p)≤ δmr . (3.16)

Note that from the definition of δmr we have limsupr→∞ δmr ≤ 0. Hence
taking the limit of (3.16) as r → ∞, we get Γmr+1(p)→ 0. Consequently,
Γmr(p)→ 0. By applying Lemma 5, we then get

0≤ Γr(p)≤max{Γr(p),Γmr(p)} ≤ Γmr+1(p).

Hence limr→∞ Γr(p) = 0. Therefore, {xn} converges strongly to p ∈Ω.
So in both cases, we obtain that xn→ p ∈Ω.

�

Taking f (x) = u for all x ∈ C, we obtain the following Halpern S-iteration as a
consequence of Theorem 3.
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Corollary 1. Let T,U : C→C be two nonexpansive mappings with Ω := Fix(T )∩
Fix(U) 6= ∅ and u ∈ C be arbitrary. Choose x0 ∈ C and let {xn} be the sequence
generated by (3.17) {

un = (1−αn)xn +αnT xn,

xn+1 = βnu+ γnT xn +ξnUun, n≥ 1,
(3.17)

where {αn}, {βn}, {γn} and {ξn}are sequences in (0,1) satisfying

(i) βn + γn +ξn = 1;
(ii) liminfn→∞ γnξn > 0, liminfn→∞ ξnαn(1−αn)> 0;

(iii) limn→∞ βn = 0, ∑
∞
n=1 βn = ∞.

Then, the sequence {xn} generated by Algorithm (3.17) converges strongly to p ∈Ω,
where p = PΩu.

4. APPLICATION TO COMMON FIXED POINT OF NONEXPANSIVE SEMIGROUPS

Let H be a Hilbert space and C a nonempty closed convex subset of H. The one
parameter family T := {T (t) : 0 ≤ t < ∞} of mappings from C to C is said to be
nonexpansive semigroup, if the following conditions are satisfied:

(i) T (0)x = x for all x ∈C;
(ii) T (s+ t) = T (s)T (t) for all s, t ≥ 0;

(iii) for each x ∈C, the mapping t� T (t)x is continuous;
(iv) ‖T (t)x−T (t)y‖ ≤ ‖x− y‖.

If F(T ) 6= ∅, it is known that F(T ) is closed and convex. An example of a one-
parameter nonexpansive semigroup is given below.

Example 1 ([10]). Let H = R and T := {T (t) : 0≤ t < ∞}, where T (t)x = ( 1
10t )x

for all x ∈ H. Then T is a one-parameter nonexpansive semigroup.

The following lemma was proved in Shimizu and Takahashi [22]; see also [5, 21].

Lemma 7. Let C be a nonempty bounded closed convex subset of a real Hilbert
space H and let T := {T (s) : 0≤ s < ∞} be a nonexpansive semigroup on C. Then,
for any h≥ 0,

lim
t→∞

sup
x∈C

∥∥∥∥1
t

∫ t

0
T (s)xds−T (h)

(
1
t

∫ t

0
T (s)xds

)∥∥∥∥= 0.

We next apply our main result to find the common fixed point of two nonexpansive
semigroups.

Theorem 4. Let T := {T (s) : 0 ≤ s < ∞} and U := {U(s) : 0 ≤ s < ∞} be two
families of nonexpansive semigroups on C. Also let f : C→C be a contraction with
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coefficient ν ∈ [0,1). Assume Ω := Fix(T )∩ Fix(U) 6= ∅. Choose x0 ∈ C and let
{xn} be the sequence generated by the algorithm{

un = (1−αn)xn +αn
1
tn

∫ tn
0 T (s)xnds,

xn+1 = βn f (xn)+ γn
1
tn

∫ tn
0 T (s)xnds+ξn

1
tn

∫ tn
0 U(s)unds, n≥ 1,

(4.1)

where {αn},{βn},{γn},{ξn} ⊂ (0,1) are sequences such that
(i) βn + γn +ξn = 1;

(ii) liminfn→∞ γnξn > 0, liminfn→∞ ξnαn(1−αn)> 0;
(iii) limn→∞ βn = 0, ∑

∞
n=1 βn = ∞;

(iv) {tn} is a sequence of positive numbers such that tn→ ∞ as n→ ∞.
Then xn → p ∈ Ω, where p is the unique solution of the following VIP (4.2): Find
p ∈Ω such that

〈(I− f )p,x− p〉 ≥ 0 ∀ x ∈Ω. (4.2)

Proof. Since f is ν-contraction mapping, it follows that I− f is 2(1+ ν2)-Lip-
schitzian and (1−ν)-strongly monotone. Therefore by Lemma 1, it follows that the
VIP (4.2) has a unique solution p ∈Ω.

We divide the remaining part of the proof into two steps.
Step 1: The sequence {xn} is bounded.

To see this, let p ∈Ω. Then from (4.1)

‖un− p‖=
∥∥∥∥(1−αn)xn +αn

1
tn

∫ tn

0
T (s)xnds− p

∥∥∥∥
≤ (1−αn)‖xn− p‖+αn

∥∥∥∥ 1
tn

∫ tn

0
T (s)xnds− p

∥∥∥∥
= (1−αn)‖xn− p‖+αn

∥∥∥∥ 1
tn

∫ tn

0
T (s)xnds− 1

tn

∫ tn

0
T (s)pds

∥∥∥∥
≤ (1−αn)‖xn− p‖+αn

1
tn

∫ tn

0
‖T (s)xn−T (s)p‖ds

≤ (1−αn)‖xn− p‖+αn‖xn− p‖
= ‖xn− p‖. (4.3)

Thus from (4.1) and (4.3) we get

‖xn+1− p‖=
∥∥∥∥βn f (xn)+ γn

1
tn

∫ tn

0
T (s)xnds+ξn

1
tn

∫ tn

0
U(s)unds− p

∥∥∥∥
≤βn‖ f (xn)− p‖+ γn

∥∥∥∥ 1
tn

∫ tn

0
T (s)xnds− p

∥∥∥∥
+ξn

∥∥∥∥ 1
tn

∫ tn

0
U(s)unds− p

∥∥∥∥
≤βnν‖xn− p‖+βn‖ f (p)− p‖+ γn‖xn− p‖+ξn‖un− p‖
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≤βnν‖xn− p‖+βn‖ f (p)− p‖+ γn‖xn− p‖+ξn‖xn− p‖
= [1−βn(1−ν)]‖xn− p‖+βn‖ f (p)− p‖

≤max
{
‖xn− p‖, ‖ f (p)− p‖

1−ν

}
...

≤max
{
‖x0− p‖, ‖ f (p)− p‖

1−ν

}
.

Which shows that {‖xn− p‖} is bounded and hence {xn} is bounded.
Step 2: We claim that xn→ p ∈ Ω. Indeed, following similar procedure as in

the derivation of (3.7), we have that

Γn+1(p)≤ (1−λn)Γn(p)+λnηn,

where λn = βn(1− (1−βn)ν
2), Γn(p) = ‖xn− p‖,

ηn =
[βn‖ f (xn)− p‖2 +2(1−βn)〈 f (p)− p,M(xn,un)− p〉]

1− (1−βn)ν2

and

M(xn,un) =
γn

(1−βn)tn

∫ tn

0
T (s)xnds+

ξn

(1−βn)tn

∫ tn

0
U(s)unds.

Similar to the proof of Theorem 3, we consider two cases.
Case 1: Suppose the sequence {Γn(p)} is monotonically non-increasing for all

n≥ n0 for some n0 ∈ N. From (4.1), (4.3) and by applying Lemma 3 (ii), we
get that

‖xn+1− p‖2 =

∥∥∥∥βn f (xn)+ γn
1
tn

∫ tn

0
T (s)xnds+ξn

1
tn

∫ tn

0
U(s)unds− p

∥∥∥∥2

≤βn‖ f (xn)− p‖2 + γn

∥∥∥∥ 1
tn

∫ tn

0
T (s)xnds− p

∥∥∥∥2

+ξn

∥∥∥∥ 1
tn

∫ tn

0
U(s)unds− p

∥∥∥∥2

− γnξn

∥∥∥∥ 1
tn

∫ tn

0
(T (s)xn−U(s)un)ds

∥∥∥∥2

≤βn‖ f (xn)− p‖2 + γn‖xn− p‖2 +ξn‖un− p‖2

− γnξn

∥∥∥∥ 1
tn

∫ tn

0
(T (s)xn−U(s)un)ds

∥∥∥∥2

−ξnαn(1−αn)

∥∥∥∥ 1
tn

∫ tn

0
T (s)xnds− xn

∥∥∥∥2
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≤βn‖ f (xn)− p‖2 +(1−βn)‖xn− p‖2

− γnξn

∥∥∥∥ 1
tn

∫ tn

0
(T (s)xn−U(s)un)ds

∥∥∥∥2

−ξnαn(1−αn)

∥∥∥∥ 1
tn

∫ tn

0
T (s)xnds− xn

∥∥∥∥2

. (4.4)

From (4.4), we then have that

ξnαn(1−αn)

∥∥∥∥ 1
tn

∫ tn

0
T (s)xnds− xn

∥∥∥∥2

+ γnξn

∥∥∥∥ 1
tn

∫ tn

0
(T (s)xn−U(s)un)ds

∥∥∥∥2

≤ βn‖ f (xn)− p‖2 +(1−βn)‖xn− p‖2−‖xn+1− p‖2. (4.5)

Taking the limit as n→ ∞ in (4.5) gives∥∥∥∥ 1
tn

∫ tn

0
T (s)xnds− xn

∥∥∥∥→ 0 (4.6)

and ∥∥∥∥ 1
tn

∫ tn

0
T (s)xnds− 1

tn

∫ tn

0
U(s)unds

∥∥∥∥→ 0 (4.7)

as n→ ∞. Therefore from (4.1) and (4.6) we get

‖un− xn‖= αn

∥∥∥∥ 1
tn

∫ tn

0
T (s)xnds− xn

∥∥∥∥→ 0,

from (4.6) and (4.7), we get∥∥∥∥ 1
tn

∫ tn

0
U(s)unds− xn

∥∥∥∥≤∥∥∥∥ 1
tn

∫ tn

0
U(s)unds− 1

tn

∫ tn

0
T (s)xnds

∥∥∥∥
+

∥∥∥∥ 1
tn

∫ tn

0
T (s)xnds− xn

∥∥∥∥→ 0, (4.8)

and from (4.1) and (4.8), we get

‖xn+1− xn‖ ≤βn‖ f (xn)− xn‖+ γn

∥∥∥∥ 1
tn

∫ tn

0
T (s)xnds− xn

∥∥∥∥
+ξn

∥∥∥∥ 1
tn

∫ tn

0
U(s)unds− xn

∥∥∥∥→ 0

as n→ ∞. Moreover, for all h ∈ [0,∞), we obtain that

‖T (h)xn− xn‖ ≤
∥∥∥∥T (h)xn−T (h)(

1
tn

∫ tn

0
T (s)xnds)

∥∥∥∥
+

∥∥∥∥T (h)(
1
tn

∫ tn

0
T (s)xnds)− 1

tn

∫ tn

0
T (s)xnds

∥∥∥∥
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+

∥∥∥∥ 1
tn

∫ tn

0
T (s)xnds− xn

∥∥∥∥
≤2
∥∥∥∥ 1

tn

∫ tn

0
T (s)xnds− xn

∥∥∥∥
+

∥∥∥∥T (h)(
1
tn

∫ tn

0
T (s)xnds)− 1

tn

∫ tn

0
T (s)xnds

∥∥∥∥ . (4.9)

By applying Lemma 7, (4.6) and taking the limit as n→∞ of (4.9) we derive
that

‖T (h)xn− xn‖→ 0 as n→ ∞.

Furthermore, using Lemma 7, (4.6) and (4.7), we get

‖U(h)xn− xn‖ ≤
∥∥∥∥U(h)xn−U(h)(

1
tn

∫ tn

0
T (s)xnds)

∥∥∥∥
+

∥∥∥∥U(h)(
1
tn

∫ tn

0
T (s)xnds)−U(h)(

1
tn

∫ tn

0
U(s)unds)

∥∥∥∥
+

∥∥∥∥U(h)(
1
tn

∫ tn

0
U(s)unds)− 1

tn

∫ tn

0
U(s)unds

∥∥∥∥
+

∥∥∥∥ 1
tn

∫ tn

0
U(s)unds− 1

tn

∫ tn

0
T (s)xnds

∥∥∥∥+∥∥∥∥ 1
tn

∫ tn

0
T (s)xnds− xn

∥∥∥∥
≤2
∥∥∥∥ 1

tn

∫ tn

0
T (s)xnds− xn

∥∥∥∥
+2
∥∥∥∥ 1

tn

∫ tn

0
T (s)xnds− 1

tn

∫ tn

0
U(s)unds

∥∥∥∥
+

∥∥∥∥U(h)(
1
tn

∫ tn

0
U(s)unds)− 1

tn

∫ tn

0
U(s)unds

∥∥∥∥→ 0 as n→ ∞.

Since {xn} is bounded, there exists subsequence {xnk} of {xn} such that xnk ⇀
x∗ ∈C. Therefore by the demiclosedness of T (h) and U(h) (see Lemma 2),
we have that x∗ ∈ Fix(T )∩Fix(U). Note also that from (4.6) and (4.8),

M(xnk ,unk) =
γnk

(1−βnk)tnk

∫ tnk

0
T (s)xnk ds+

ξnk

(1−βnk)tnk

∫ tnk

0
U(s)unk ds

→ γnk

(1−βnk)
xnk +

ξnk

(1−βnk)
xnk

⇀ x∗ as k→ ∞. (4.10)

We will next show that limsupn→∞ ηn ≤ 0 and establish the strong conver-
gence of the sequence {xn}. Indeed, using (4.10)

limsup
n→∞

ηn ≤ limsup
k→∞

〈 f (p)− p,M(xnk ,unk)− p〉
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≤ 〈 f (p)− p,x∗− p〉
≤ 0, (4.11)

where (4.11) follows from (4.2). Furthermore, it is easy to see that limn→∞ λn
= 0 and ∑

∞
n=1 λn = ∞. Hence, we conclude by Lemma 4 that limn→∞ Γn(p) =

0. Therefore xn→ p as n→ ∞.
Case 2: Suppose {Γn(p)} is not monotonically decreasing. It is easy to con-

clude from the proof of Case 2 of Theorem 3 and Case 1 of Theorem 4 that
xn→ p as n→ ∞.

So in both cases, we obtain that xn→ p ∈Ω.

�

Taking f (x) = u for all x ∈ C, we obtain the following Halpern S-iteration as a
consequence of Theorem 4.

Corollary 2. Let T := {T (s) : 0 ≤ s < ∞} and U := {U(s) : 0 ≤ s < ∞} be two
families of nonexpansive semigroups on C and u ∈ C be arbitrary. Assume Ω :=
Fix(T )∩Fix(U) 6=∅. Let {xn} be the sequence generated by the algorithm{

un = (1−αn)xn +αn
1
tn

∫ tn
0 T (s)xnds,

xn+1 = βnu+ γn
1
tn

∫ tn
0 T (s)xnds+ξn

1
tn

∫ tn
0 U(s)unds, n≥ 1,

where {αn},{βn},{γn},{ξn} ⊂ (0,1) are sequences such that

(i) βn + γn +ξn = 1;
(ii) liminfn→∞ γnξn > 0, liminfn→∞ ξnαn(1−αn)> 0;

(iii) limn→∞ βn = 0, ∑
∞
n=1 βn = ∞;

(iv) {tn} is a sequence of positive numbers such that tn→ ∞ as n→ ∞.

Then xn→ p ∈Ω, where p = PΩu.

5. NUMERICAL EXAMPLES

Example 2. Let H = `2(R), where `2(R) := {σ = (σ1,σ2, . . . ,σn, . . .),σi ∈ R :
∑

∞
i=1 |σi|2 < ∞}, ‖σ‖ = (∑∞

i=1 |σi|2)
1
2 , ∀ σ ∈ H. Let C := {σ ∈ H : ‖σ‖ ≤ 3}. We

define T,U : C→C by

T x =
x
2
+(1,0,0, · · ·) ∀ x ∈C

and

Ux =
x
4
+(

3
2
,0,0, · · ·) ∀ x ∈C,

respectively. It is easy to see that T (2,0,0, · · ·)=U(2,0,0, · · ·)= (2,0,0, · · ·). There-
fore Fix(T ) ∩ Fix(U) 6= ∅. We choose f (x) = x

1.02 for every x ∈ C, βn = 1
n+1 ,
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γn =
2n

3(n+1) , ξn =
n

3(n+1) and αn =
n+1
2n−1 . In this case, (3.1) and (1.4) gives{

un =
n−2

2n−1 xn +
n+1

2n−1 T xn,

xn+1 =
xn

1.02(n+1) +
2n

3(n+1)T xn +
n

3(n+1)Uun, n≥ 1,

and

xn+1 =
xn

1.02(n+1)
+

2n
3(n+1)

T xn +
n

3(n+1)
Uxn,n≥ 1,

respectively.
We choose different initial values as follows:

Case Ia: x1 = (0.3,0.8,−0.4,−0.2,0,0,0, . . .);
Case Ib: x1 = (−2,1,1,−0.2,0,0,0, . . .);
Case Ic: x1 = (1.3,0.4,0,−0.2,0,0,0, . . .);
Case Id: x1 = (0.4,0,1,−0.8,0,0,0, . . .).

Using MATLAB 2017(b), we compare the performance of Algorithm 2 with Al-
gorithm (1.4) of Ahmad et al. [2]. The stopping criterion used for our computation
is ‖xn+1−xn‖2

‖x2−x1‖2 < 10−7. We plot the graphs of errors against the number of iterations in
each case.

TABLE 1. Numerical results for Example 2.

Alg. (1.4) Alg. 3.1
Case Ia CPU time (sec) 0.0014 9.5022e-4

No of Iter. 43 37
Case Ib CPU time (sec) 0.0016 9.3929e-4

No. of Iter. 45 39
Case Ic CPU time (sec) 0.0014 9.3664e-4

No of Iter. 41 35
Case Id CPU time (sec) 0.0013 9.5949-4

No of Iter. 43 37

The next example is inspired by Vong and Liu [25] and He et al. [14].

Example 3. Let R2 be the two dimensional Euclidean space with the usual inner
product 〈x,y〉 = x1y1 + x2y2 for all x = (x1,x2)

ᵀ,y = (y1,y2)
ᵀ ∈ R2 and the norm

‖x‖=
√

x2
1 + x2

2. Let C := [−1,1]× [−1,1] and define T : C→C by

T : x = (x1,x2)
ᵀ 7→

(
1
2

sin(
x1 + x2√

2
),

1
2
(cos(

x1 + x2√
2

)−1)
)
.
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FIGURE 1. Example 2: Top left: Case Ia; Top right: Case Ib; Bot-
tom left: Case Ic; Bottom right: Case Id.

For each x = (x1,x2) ∈ R2, T is a Fréchet differentiable and

T ′(x) =
1

2
√

2

(
cos( x1+x2√

2
) cos( x1+x2√

2
)

−sin( x1+x2√
2
) −sin( x1+x2√

2
)

)
. (5.1)

It is known that T ′(x) is a bounded linear operator from R2 to itself. The norm of
T ′(x) can be derived by the formula:

‖T ′(x)‖=
√

λ ∀ x ∈ R2,

where λ is the maximal eigenvalue of the matrix (T ′(x))ᵀT ′(x). From (5.1), it is easy
to see that

(T ′(x))ᵀ =
1

2
√

2

(
cos( x1+x2√

2
) −sin( x1+x2√

2
)

cos( x1+x2√
2
) −sin( x1+x2√

2
)

)
(5.2)

and therefore from (5.1) and (5.2)

(T ′(x))ᵀT ′(x) =
1
8

(
1 1
1 1

)
. (5.3)

It therefore follows from (5.3) that ‖T ′(x)‖ = 1
2 , ∀ x ∈ R2. Then, using Mean Value

Theorem, for any x,y ∈ R2, there is a constant τ ∈ (0,1) such that

‖T x−Ty‖= ‖T ′(τx+(1− τ)y)(x− y)‖
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≤ ‖T ′(τx+(1− τ)y)‖‖(x− y)‖
≤ ‖x− y‖.

Which shows that T is a nonexpansive mapping. We define U : C→C by Ux = x
2 for

all x ∈C. Then it is easy to see that (0,0) ∈ Fix(T )∩Fix(U). We choose f (x) = x
1.05

for every x ∈C, βn =
1

n+1 , γn =
2n

3(n+1) , ξn =
n

3(n+1) and αn =
n+1
2n−1 . In this case, (3.1)

and (1.4) gives {
un =

n−2
2n−1 xn +

n+1
2n−1 T xn,

xn+1 =
xn

1.05(n+1) +
2n

3(n+1)T xn +
n

3(n+1)Uun, n≥ 1,

and

xn+1 =
xn

1.05(n+1)
+

2n
3(n+1)

T xn +
n

3(n+1)
Uxn, n≥ 1,

respectively.
We choose different initial values as follows:

Case IIa: x1 = (0.05,−0.4);
Case IIb: x1 = (−0.9,0);
Case IIc: x1 = (0.9,0.4);
Case IId: x1 = (−0.5,−0.8).

Using MATLAB 2017(b), we compare the performance of Algorithm 2 with Al-
gorithm (1.4) of Ahmad et al. [2]. The stopping criterion used for our computation
is ‖xn+1− xn‖2 < 10−7. We plot the graphs of ||xn+1− xn||2 against the number of
iterations in each case.

TABLE 2. Numerical results for Example 2.

Alg. (1.4) Alg. 3.1
Case IIa CPU time (sec) 0.0013 8.6347e-4

No of Iter. 26 17
Case IIb CPU time (sec) 0.0014 8.7407e-4

No. of Iter. 27 18
Case IIc CPU time (sec) 0.0027 7.9229e-4

No of Iter. 28 18
Case IId CPU time (sec) 0.0011 9.3366e-4

No of Iter. 27 18

Remark 1. From the computational results, it can be inferred that our algorithm
performs better in both number of iterations and computation time taken. In addition,
the choices of different initial values do not have significant effects on the output of
the Algorithm (3.1) in terms of the number of iterations and computation time taken.
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FIGURE 2. Example 3: Top left: Case IIa; Top right: Case IIb;
Bottom left: Case IIc; Bottom right: Case IId.

6. CONCLUSION

In this paper, we present a viscosity-S iteration for finding the common fixed points
of two nonexpansive mappings in real Hilbert spaces. We apply our results to nonex-
pansive semigroup of operators. We also illustrate the efficiency and effectiveness of
our algorithm using examples from a finite dimensional Hilbert space and an infin-
ite dimensional Hilbert space and by comparing with a similar existing algorithm in
literature.
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