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Abstract. This paper deals with join-semilattices whose sections, i.e. principal filters, are pseudo-
complemented lattices. The pseudocomplement of a \V b in the section [b, 1] is denoted by a — b
and can be considered as the connective implication in a certain kind of intuitionistic logic.
Contrary to the case of Brouwerian semilattices, sections need not be distributive lattices. This
essentially allows possible applications in non-classical logics. We present a connection of the
semilattices mentioned in the beginning with the so-called non-classical implication semilattices
which can be converted into I-algebras having everywhere defined operations. Moreover, we
relate our structures to sectionally and relatively residuated semilattices which means that our
logical structures are closely connected with substructural logics. We show that [-algebras form
a congruence distributive, 3-permutable and weakly regular variety.
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1. INTRODUCTION

The concept of implication algebra was introduced by J. C. Abbott ([1]) under the
name semi-boolean algebra. It is in fact an axiomatization of the connective implica-
tion in classical logic, which was formalized by means of a Boolean algebra already
by G. Boole. As shown by Abbott, this algebra is in fact a join-semilattice with
top element 1 where every principal filter, the so-called section [x, 1], is a Boolean
algebra. Hence, the operation V is everywhere defined and it can be expressed by
means of implication x — y as xVy = (x — y) — y. On the other hand, the operation
A is only partial and x Ay is defined if and only if the elements x,y have a common
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lower bound p; in such a case x Ay = (x — (y — p)) — p and the complement of x
in[p,1]isx? =x— p.

Later on, Abbott formalized in a similar way also the connective implication in
the logic of quantum mechanics based on an orthomodular lattice, see [2]. In an
analogous way, implication was axiomatized in ortholattices and in orthomodular
lattices without the compatibility condition by the authors and R. Halas$ in [9] and
[10], see also [5] and [7] for similar cases.

Concerning implication semilattices, i.e. join-semilattices where every section is
a Boolean algebra, and concerning the structure and properties of such algebras, the
reader is referred to [14—16].

It is a natural question whether the connective implication in intuitionistic logic
can be axiomatized in a similar way. It is known that the so-called Brouwerian sem-
ilattices can serve for this sake, see e.g. [13]. In this case we obtain a join-semilattice
with top element 1 whose sections are relatively pseudocomplemented posets or lat-
tices, see [3] for these concepts. However, relatively pseudocomplemented lattices
are distributive (see e.g. [3]), this fact restricting their application in non-classical
logics.

An attempt to extend the concept of relative pseudocomplementation to non-
distributive lattices was made by the first author in [6]. This kind of pseudocom-
plementation was called sectional pseudocomplementation and it was extended also
to posets with top element 1 by the authors and J. Paseka in [12].

Hence, we can extend our investigation of intuitionistic implication also to sem-
ilattices whose sections need not be distributive lattices. We show that in this case,
these join-semilattices can be converted into the so-called sectionally residuated join-
semilattices which are in one-to-one correspondence with relatively residuated join-
semilattices introduced by the authors and J. Kiihr for lattices in [11].

Since in our structures the lattice operation A is only partial, the algebras under
consideration are determined by so-called partial identities and hence they form so-
called partial varieties. To avoid drawbacks with partial operations, we introduce a
new ternary everywhere defined operation and we show that our non-classical im-
plication algebra can be converted in an algebra with everywhere defined operations
characterized by identities only, and hence the corresponding class forms a variety.
We show that this variety has nice congruence properties.

We believe that our approach brings a new insight in this topic and enables to
understand the structure of the investigated objects.

2. BASIC CONCEPTS

A pseudocomplemented lattice (see e.g. [3] and [4]) is an algebra (L,V,A,*,0) of
type (2,2,1,0) such that (L,V,A,0) is a lattice with bottom element 0 and for every
x € L, x* is the greatest element y € L satisfying x Ay = 0, the so-called pseudocom-
plement of x. It is easy to see that x < y implies y* < x* and that x < x**.
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Let (S,V,1) be a join-semilattice with top element 1 whose principal filters are
pseudocomplemented lattices. This means that for every x € S there exists a binary
operation A, and a unary operation * on [x, 1] such that ([x, 1],V,A,,¥) is a pseudo-
complemented lattice with bottom element x. It is natural to assume the following
compatibility condition:

x<yandz,u € [y, 1] = zAcu=2zA,u.
We then also have
zu€ 1Ny 1=z Au=zAu
since z,u € [x, 1] N[y, 1] implies z,u € [x,1]N [y, 1]N[xVy, 1] and hence
A U =Z\pyy U = Z Ay U.

In the following z A u denotes the infimum of z and u provided it exists. In general,
the binary operation A is only partial. But now we can prove

Lu€ x 1] =zAcu=zAu.

This can be seen as follows: Because of z,u € [x,1] we have zA,u < z,u. If ye S
and y < z,u then z,u € [y, 1] and hence y < zA,u = z A, u. This shows z Ay u =z Au.
Hence z A u exists if and only if z and u have a common lower bound. This motivates
the following definition.

3. JOIN-SEMILATTICES WITH PSEUDOCOMPLEMENTED SECTIONS
We start with the following fundamental definition.

Definition 1. A join-semilattice whose sections are pseudocomplemented lattices
is an ordered quintuple (S,V, A, (*;x € S), 1) where (S, V, 1) is a join-semilattice with
top element 1, x Ay is defined if and only if x and y have a common lower bound and
forevery x € S, ([x, 1], V, A,”) is a pseudocomplemented lattice.

Here and in the followings the word “section” means the same as “principal filter”.

In order to avoid problems with such a number of unary operations (pseudocom-
plementations in sections), we introduce a new binary operation — satisfying four
simple axioms. This new structure would represent an implication reduct of a certain
kind of non-classical (intuitionistic) logic. Because the name implication semilattice
was already used by W. C. Nemitz (see e.g. [14—16]) for a semilattice whose sections
are Boolean algebras (which formalizes the implication reduct of classical logic), we
use a different name for our structure.

Definition 2. A non-classical implication semilattice is an ordered quintuple
(S,V,A, —,1) where (S,V,1) is a join-semilattice with top element 1, x Ay exists
if and only if x and y have a common lower bound and — is a binary operation on S
satisfying (1) — (4):

(1) y<x—y,
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2) xVyY)A(x—y) =Y,
3) (xVy) = ymx—y,
@) y<(xvz) = (V2 A (yV2)).

Remark 1. The conditions (1) and (3) are identities whereas (2) and (4) can be
considered as identities where the operation A is only partial. Hence the class of
non-classical implication semilattices forms a partial variety.

Observe that contrary to our case the sections of a relatively residuated join-
semilattice need not be lattices and hence the meet of two elements which have a
common lower bound need not exist.

For every join-semilattice S = (S,V, A, (*;x € S),1) whose sections are pseudo-
complemented lattices put I(S) := (S, V,A,—, 1) where — denotes the binary oper-
ation on S defined by x — y := (x\Vy)” for all x,y € S.

We can relate this concept with that one defined above.

Theorem 1. Let S = (S,V, A, (*;x € S), 1) be a join-semilattice whose sections are
pseudocomplemented lattices. Then 1(S) = (S,V,A,—, 1) is a non-classical implic-
ation semilattice satisfying (5) — (9):

B) x<yex—y=1,

0) x<y=y—z<x—g

(N x<(x—=y) =

@) (x—=y)=y) my=x—=y

9 1—=>x=nx

Proof. Leta,b,c €8S.
(1) b<(aVb)=a—b
(2) (aVb)A(a—b)=(aVb)A(aVb)’ =b
3) (avb) = b= ((avb)Vb)' =(aVb) =a—b
(4) Since bVcee[(ave)A(bVe),1]and (aVe)A(bVe)=(aVe)A(bVc) wehave
bVe< (avc)(avC)/\(b\/c)

and hence
(aVe)A(bVe)
b<bVc<(aVc)@orbve = (a\/c\/ ((ave)A (b\/c)))
=(aVe) = ((avVe)A(bVe)).

5)Ifa<bthena—b=(aVvb)’ =0
a<aVb=(aVb)Al=(aVb)A(a— (aVb)A(aVb)b =b.

6) Ifa<bthenb—c=(bVc)<(aVc)=a—c.

(7) a<avb<(avb)? = ((avb)?vb)’ = (a—b) = b

(8) By (7) and (6) we have

a—b<((a—b)—b) >b<a—b,

= 1. If, conversely, a — b = 1 then
b) =
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ie.
((a—b)—=b) sb=a—b.
9 l—=a=(1Va)¥=1=a
]

The following example shows that in a join-semilattice whose sections are pseudo-
complemented lattices these lattices need not be modular.

Example 1. The join-semilattice depicted in Figure 1

Fig. 1.

is a join-semilattice whose sections are pseudocomplemented lattices and the opera-
tion tables for — and A look as follows:

—10 a b ¢ d 1 A0 a b ¢ d 1
0(1 1 1 1 11 0/j0 0 0 0 — O
alb 1 b 1 d 1 al0 a 0 a — a
blc al ¢ d 1 b0 O b 0 — b
c|b a b 1 d 1 c|0 a 0 ¢ — ¢
d|0 a b ¢c 1 1 dl— — — — d d
110 a b ¢ d 1 110 a b ¢ d 1

Now we assign to every non-classical implication semilattice a join-semilattice
whose sections are pseudocomplemented lattices. For this sake, let us introduce the
following concept.

For every non-classical implication semilattice I = (1,VV,A,—, 1) put

S() :== (I, V,A,(x€1),1)
where for every x € I, * denotes the unary operation on [x, 1] defined by y* :=y — x
forall y € [x,1].

Theorem 2. Let I = (I,V,\,—,1) be a non-classical implication semilattice.
Then S(I) is a join-semilattice whose sections are pseudocomplemented lattices.

Proof. Let S(I) = (I,V,A,(*;x €1),1) and a,b,c € I with c <a,b. IfaAb=c
then according to (4) we obtain

b<(aVc)— ((ave)A(bVc)) =a— (anb)=a—c=ad".
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If, conversely, b < a“ then
c<anb<aha"<(aVc)N(a—c)=c
according to (2) and therefore a A b = ¢. Hence, for each a € [c, 1] the element a — ¢
is the pseudocomplement of « in this interval. O
We justify our conversions by the following result.

Theorem 3. The correspondence described in Theorems I and 2 is one-to-one.

Proof. IfS = (S VLA (B xeS), 1) is a join-semilattice whose sections are pseudo-
complemented lattices and

I(S) = (S,V,A,—,1),
S(I(S)) = (S,V, A, (x;x €8),1)

then y, =y —x= (yVx)* =" forallx € Sand y € [x, 1] and hence S(I(S)) =S. I,
conversely, I = (1,V,A,—, 1) is a non-classical implication semilattice and

SI) = (I, V,A, (fx €9),1),
I(SM)) = (I,V,A,=,1)

then x =y~ (xVy)’ = (xVy) — y &~ x — y according to (3) and hence I(S(I)) =1
where (xVy) =y~ ((xVy) Vy) = (xVy). O

4. SECTIONALLY AND RELATIVELY RESIDUATED JOIN-SEMILATTICES

The aim of this section is to establish a relationship between the structures defined
in the previous section and residuated structures which formalize certain substructural
logics.

We start with definitions of our key concepts relating our implication algebras with
a certain kind of residuation.

Definition 3. A sectionally residuated join-semilattice is an ordered quintuple
(S,V, (Ox;x € S),—,1) such that (S,V,1) is a join-semlattice with top element 1,
for each x € S, ([x,1],®y, 1) is a commutative monoid, — is a binary operation on S
and for all x,y,z,u € S the following conditions hold:

(i) if z <u <x,y then x©,y = x®, y (compatibility condition),

(i) ifu <x,y,zand x <y then x®,z < y©, z (monotonicity),
(iil) (xVz)©®;(yVz) <zifandonly if xVz <y — z (sectional adjointness),
(iv) (xVy) = y=x—y.

The next concept is similar to the corresponding one from [1 1] which, however,
was introduced for lattices and hence was equipped with an everywhere defined meet-
operation.
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Definition 4. A relatively residuated join-semilattice is a partial algebra R =
(R,V, ®, —,1) of type (2,2,2,0) where x®y is defined if and only if x and y have a
common lower bound and in this case z < x©y for all z € R with z < x,y and — is a
binary operation on R such that for all x,y,z € R the following conditions hold:

(10) (R,V,1) is a join-semilattice with top element 1,

(A xel=160x~x,

(12) x®y =y ©x whenever x and y have a common lower bound,

(13) (x®y) ®z=x® (y®z) whenever x, y and z have a common lower bound,

(14) x <y implies x ® z < y® z whenever x and z have a common lower bound

(monotonicity),
(15) (xVz)®(yVz) <zifandonlyif xVz <y — z (relative adjointness),
(16) (xVy) = y=~x—y.
R is called divisible if it satisfies the identity

(VYO (x —y) =Y.

In the next theorem we describe several basic properties of relatively residuated
join-semilattices.

Theorem 4. Let S = (S,V,®,—, 1) be a relatively residuated join-semilattice and
a,b,c € S. Then the following conditions hold:
) absa—b=1,
(i) a®b<a,
(ii1) ifa A\ b exists thena®b < aAb,
iv) a<b—aq,
V) a®(a—b)<(aVb)®(a—b)<bh,
(vi) a<(a—Db)— b,
(vi) a<b=b—c<a—cg
(viii) ((a —b) —b) > b=a—b.

Proof.
(i) The following conditions are equivalent:
a<hb,
(Ivb)®(aVb) <b,
1Vb<a—b,
a—b=1.

(i) By commutativity and monotonicity of ® we havea©b=boa<10Ga=a.

(iii) This follows from (ii) and from commutativity of ©.

(iv) We have (aVb) ®a < a according to (ii). Now the following conditions are
equivalent:

(avVa)®(bVa)<a,
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avVa<b—a,
a<b—a.

(v) We have b < a — b according to (iv). Now by (iv) the following conditions are
equivalent:

(a—b)Vb<a—b,
((a—b)Vb)®(aVb) <b,
(aVb)®(a—b)<b.

By monotonicity of © we have a ® (a — b) < (aV b) ® (a — D).

(vi) We have (aV b) ® (a — b) < b according to (v). Now by (iv) the following
conditions are equivalent:

(avb)® ((a—b)Vb) <b,
aVb<(a—b)—b.

(vii) Assume a < b. Then aV ¢ < (b — ¢) — ¢ according to (iv) and (vi). Now the
following conditions are equivalent:

aVe<(b—c)—c,
(ave)o((b—c)Ve) <c,
(b—c)ve)@(aVe) <c,
(b—c)Ve<a—c,
b—c<a—c.

(viii) According to (vi) and (vii) we have

a—b<((a—b)—b)—b<a—b

proving (viii).
0

In the next theorem we show how the class of relatively residuated join-semilattices
can be described without using relative adjointness.

Theorem 5. Let R= (R,V, ®, —, 1) be a partial algebra of type (2,2,2,0) where
x©y is defined if and only if x and y have a common lower bound and in this case
z<x@®yforall z € Rwithz < x,yand — is a binary operation on R such that for all
x,9,2 € R(10) — (14) and (16) hold. Then R is a relatively residuated join-semilattice
if and only if it satisfies the following identities:

(A7) xVz<y— (((x\/z)@(y\/z)) vZ),
(18) x<y—x,
(19) (xVy)©(x—=y) <y
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Proof. Let a,b,c,d € R. If R is a relatively residuated join-semilattice then (18)
and (19) follow from Theorem 4, and if d := ((aV¢) ® (bVc)) Ve thenaVd =aVe
and bV d = bV ¢ because of (ii) of Theorem 4 and (12) whence (aVd)® (bVd)
= (aVc)®(bVc) <d by definition of d which implies

aVe=aVvVd<b—d=b— (((a\/c)@(b\/c))\/c)

by (15) showing (17). If, conversely, R satisfies (17) — (19) then, if (aV¢) ® (bVc) <
cthen aVc < b — c according to (17), and if, conversely, aV ¢ < b — ¢ then

(ave)o(bVe)<(b—c)o(bVe)=(bVe)o(b—c)<c

according to (14), (12) and (19) proving (15), thus showing that R is a relatively
residuated join-semilattice. U

Theorem 5 implies that the class of relatively residuated join-semilattices is de-
termined by partial identities and hence forms a partial variety.

The following results show that the concepts just defined can be converted into
each other.

Theorem 6.

(i) Let S = (S,V,(®xx € S),—,1) be a sectionally residuated join-semilattice
and define a partial binary operation © on S as follows: If x and y have
a common lower bound 7 then x®y :=x©®,;y. Then © is well-defined and
R(S) :=(S,V,®,—,1) is a relatively residuated join-semilattice.

(ii)) Let R=(R,V,®,—, 1) be a relatively residuated join-semilattice and put ©, :=
Ol[x,1] for all x € S. Then S(R) := (R,V,(®x;x € R),—,1) is a sectionally
residuated join-semilattice.

Proof. (16) coincides with (iv) of Definition 3.

(i) Leta,b,c,d € S. If ¢ and d are common lower bounds of a and b then also ¢V d
is a common lower bound of a and b and hence a ©.b = a Opygb = a®y b.
This shows that © is well-defined. Moreover, we have a®1 =a®, 1 = a and
1©oa=10,a =a. If a and b have a common lower bound ¢ then a ® b =
a®:b=bG.a=>b®a. I, finally, a, b and ¢ have a common lower bound d
then

(@Ob)®c=(a®yb)Ogc=a®y(bOsc)=a® (bOc)
anda < bimpliesa®c=a® c < b®yc = b c. Relative adjointness follows
from (aVec)©® (bVe)=(aVe)oO(bVe).

(ii) Let a,b,c,d € R. Then ([a,1],®4,1) is a commutative monoid. Moreover, if
c<d<abthena®.b=a®b=a®yb. Further, if d < a,b,c and a < b then
a®igc=a®c<bGc=>b@yc. Finally, sectional adjointness follows from
(aVe)®e(bVe)=(aVe)®(bVe).

O
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The next result shows that the conversions described in Theorem 6 are nothing else
then a translation from one language into the other.

Theorem 7. The correspondence described in Theorem 6 is one-to-one.
Proof. If S = (§,V,(®y;x € S),—, 1) is a sectionally residuated join-semilattice,
R(S) = (S,V,0,—,1),
S(R(S)) = (S,V, (ox;x € 5),—,1),
a,b,ce Sand c <a,bthenao.b=a®b=a®.b showing S(R(S)) =S. If, con-
versely R = (R,V,®,—, 1) is a relatively residuated join-semilattice,
S(R)=(R,V,(®xx ER),—,1),
R(S(R)) = (R,V,0,—,1),
a,b,c€Randc <a,bthenaob=a®.b=a®b showing R(S(R)) =R. O

In the next result we show that non-classical implication semilattices form a partial
subvariety of the class of divisible relatively residuated join-semilattices.

According to (iii) of Theorem 4 x ©y < x Ay whenever x Ay exists. The question
when x ©y = x Ay is answered in the next theorem; this equality turns out to hold if
© is idempotent (and satisfies one more simple identity).

Theorem 8. The non-classical implication semilattices are exactly the divisible re-
latively residuated join-semilattices (R,V,®,—,1) satisfying the following
identities:

1) xOx=~x,
(i) y < (xVz) = ((xV2) © (yV2)).

Proof. Let (S,V,A\,—,1) be a non-classical implication semilattice. Then x Ay
is defined if and only if x and y have a common lower bound, z < x A y whenever
z < x,y, — is a binary operation on § and (10) — (14) of Definition 4 hold. Now let
a,b,c € S. Firstassume (aV¢)A(bVe) <c. Then (bVe)A(aVce)=c. Since

a< (bVe)—= ((bVe)A(aVe)) =(bVe) sc=b—c

according to (4) and (3) and ¢ < b — ¢ according to (1), we conclude aVe¢ < b — c.
If, conversely, aV ¢ < b — ¢ then

(@ave)N(bVve)=(bVe)A(aVe) < (bVe)AN(b—c)=c

by (2). This shows relative adjointness. (16) coincides with (3). Divisibility of S
follows from (2). Obviously, (i) holds. Moreover, (ii) follows from (4). Conversely,
let (R,V,®,—, 1) be a divisible relatively residuated join-semilattice satisfying iden-
tities (i) and (ii). Then (R,V,1) is a join-semilattice with top element 1 according to
(10), x ®y is defined if and only if x and y have a common lower bound and — is a
binary operation on R. Let a,b,c,d € R with ¢ < a,b. Because of (14), (11) and (12)
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wehavea®b<10b=banda®b=>b®a < a. If, moreover, d < a, b, then because
of (i), (14) and (12) we have

d=dod<acGd=d®a<bOa=a®b.

This shows a © b = a A b. Finally, (1) follows from (iv) of Theorem 4, (2) from
divisibility, (3) from (16) and (4) from (ii). ]
Remark 2. In Theorem 8 identity (i) can be replaced by condition (i’)
(i’) x Ay exists if and only if x and y have a common lower bound.

This can be seen as follows: Let (R,V,®,—,1) be a relatively residuated join-
semilattice satisfying (i’) and a,b € R having a common lower bound. Then a A b
exists by (i) and a A b is a common lower bound of a and b whence a Ab < a® b.
Buta®b < aAb by (iii) of Theorem 4 which shows a ®b = a Ab.

Example 2. The join-semilattice depicted in Figure 2

Fig. 2.

is a join-semilattice whose sections are pseudocomplemented lattices and the opera-
tion tables for — and A look as follows:

—la b ¢ d 1 ANla b ¢ d 1
al|ll 1 ¢ d 1 ala a — — a
bla 1 ¢ d 1 bla b — — b
cla b 1 1 1 cl— — ¢ ¢ c
dla b ¢ 1 1 d|— — ¢ d d
1l la b ¢ d 1 1la b ¢ d 1

It is easy to check adjointness in the sense that whenever x Ay is defined we have
x Ay < zif and only x <y — z. It should be mentioned that — is a proper extension
of the pseudocomplementation within sections. Namely, the pseudocomplement of b
within [a, 1] is b — a = a. On the other hand, b ¢ [d, 1], butb —d =d.

5. THE VARIETY OF NON-CLASSICAL IMPLICATION ALGEBRAS

Up to now, we investigated algebras where the operations V and — were every-
where defined, but A or ® were only partial operations defined just in the case when
both operands belong to the same section. To avoid this difficulty, we introduce a
new ternary operation r(x,y,z) which is everywhere defined and replaces the partial
operation A.
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Definition 5. An I-algebra is an algebra (A,V,r,—,1) of type (2,3,2,0) such
that (A, V, 1) is a join-semilattice with top element 1 and the following identities are
satisfied:

1) y<x—y,

(2) r(x,x—=y,y) =y,

(3) (xVy) > ymx—y,
@) y<(xVz) = r(x,yz),

(57) r(x,y,z) <xVz,

(6°) r(x,y,z) <yVz,

(7’) r(x,x\/y,z) ~xVz,

(®") r(x,y,2) =r(xVz,yVzz),

9) z<r(x,y,2),
(10°) r(u,r(x,y,2),2) = r(r(u,x,z),r(u,y,2),2).

Considering a non-classical implication semilattice as introduced in Definition 2,
we can define a ternary operation r(x,y,z) as follows: r(x,y,z) := (xVz) A (yVz). For
every non-classical implication semilattice I = (I,V,A,—,1) put A(I)
=(,V,r,—,1).

The next theorem shows a conversion of non-classical implication semilattices into
I-algebras.

Theorem 9. Let I = (I,V,\,—,1) be a non-classical implication semilattice.
Then A(I) is an I-algebra.

Proof. Let A(I) = (I,V,r,—,1) and a,b,c,d € I. Then, clearly,

r(x,x,y) R xVy &~ r(y,y,x).
(1°) coincides with (1).
(2') r(a,a—b,b)=(aVb)A((a—b)Vb) =(aVb)A(a— b)=baccording to (1)
and (2).
(3’) coincides with (3).
@) b<(ave)— ((ave)A(bVe)) =(aVc)— r(a,b,c) according to (4).
(5°) r(a,b,c) =(aVec)N(bVe)<aVc
(6”) r(a,b,c) =(aVec)N(bVe)<bVc
(7)) r(a,aVb,c)=(aVc)A((aVb)Ve) =aVe
(8) r(a,b,c) =(aVec)A(bVe)= ((aVe)Ve)A((bVe)Ve) =r(aVe,bVe,c)
9) c<(aVec)N(bVe)=r(a,b,c)
(107)

r(d,r(a,b,c),¢) = (dVe) A (((aVc)/\(ch))\/c) =(dVe)A((@Ve)Albve))
=(dVc)A(aVe)A(bVe)=((dVe)A(ave)) A((dVe)A(bVe))
= (((de)/\(avC)) \/c) A (((d\/c)/\(b\/c)) \/c)
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= r(r(d,a,c),r(d,b,c),c)
O
For every I-algebra A = (A,V,r,—, 1) put J(A) := (A,V,A,—, 1) where x Ay :=

r(x,y,z) for all x,y,z € A with z < x,y. The fact that J(A) is well-defined follows
from the next theorem.

Theorem 10. Let A = (A,V,r,—, 1) be an I-algebra. Then J(A) is a well-defined
non-classical implication semilattice.

Proof. Let J(A) = (A,V,A\,—,1) and a,b,c,d € A. First we prove r(a,b,c) =
(ave)A(bVc). Because of (5°) and (6°) we have r(a,b,c) < aVc,bVc. Now
assume d < aVc,bVc. Then

d<dVc=(dVec)Ve=r(dVe,(dVe)Ve,e)=r((dVc)Ve,(dVe)Ve,c)
:r(r(d\/c,(d\/c)\/(a\/c),c),r(d\/c,(d\/c)\/(ch),c),c)
= r(r(d\/c,a\/c,c),r(d\/c,b\/c,c),c) = r(r(d,a,c),r(d,b,c),c)
= r(d,r(a,b,c),c) <r(a,b,c)Vec=r(a,b,c)
because of (7”), (87), (10°), (6) and (9°). This shows r(a,b,c) = (aVc)A(bVc).

Hence a A b = inf(a,b) whenever there exists a common lower bound of a and b and
therefore A and J(A) are well-defined.

(1) coincides with (1°).
(2) (aVvb)A(a—b)=r(a,a— b,b) =bbecause of (1°) and (2°).
(3) coincides with (3°).
4) b<(avc)—r(a,b,c)=(aVe)— ((ave)A(bVe)) by 4).
]

Theorem 11. The correspondence described in Theorems 9 and 10 is one-to-one.
Proof. If1=(I,V,A,—,1) is a non-classical implication semilattice and
A()=(,V,r,—,1),
J(AM) = (I,v,n,—,1)

thenxNy = r(x,y,z) = (xVz) A(yVz) =xAyforall x,y,z € I with z <x,y and hence
J(A(X)) =L If, conversely, A = (A,V,r,—, 1) is an I-algebra and

J(A) = (A,V,A,—,1),
A(J(A)) =(A,V,R,—,1)

then R(x,y,z) = (xVz) A (yVz) = r(xVzyVzz) ~ r(x,yz) according to (8’) and
hence A(J(A)) = A. O
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The advantage of using a ternary operation r(x,y,z) instead of the partial binary
operation A is that now we have an algebra with everywhere defined operations which
is determined by a finite set of identities. Hence these algebras form a variety V.

Recall that an algebra A is called

o 3-permutable if @oPo® = DPoBod for all @,P € ConA,
e congruence distributive if the congruence lattice Con A of A is distributive.

An algebra A with an equationally definable constant 1 is called weakly regular if
©,® € ConA and [1)® = [1]® imply ® = &. A variety is called 3-permutable or
congruence distributive if every of its members has the respective property. A vari-
ety with an equationally definable constant 1 is called weakly regular if every of its
members has this property. A variety is 3-permutable (cf. [8], Theorem 3.1.18) if and
only if there exist ternary terms #;,#, satisfying

I (xayay) ~ X,
141 (x,x,y) ~ tZ(Xay’y)a
n(x,x,y) & .

A variety is congruence distributive (cf. [8], Theorem 3.2.2) if and only if there exists

a positive integer n and there exist ternary terms fo,...,#, (so-called Jonsson terms)
satisfying

fo(x,y,2) ~ x,

ti(x,x,y) = tiy1(x,x,y) foralleveni € {0,...,n— 1},

ti(x,y,y) = tiy1(x,y,y) forallodd i € {1,...,n—1},

tn(X,,2) 2,

ti(x,y,x) =xforallie {l,...,n—1}.

A variety with an equationally definable constant 1 is weakly regular (cf. [8], The-
orem 6.4.3) if and only if there exists a positive integer n and there exist binary terms
t1,...,ty such thatr; (x,y) = --- =t,(x,y) = 1 is equivalent to x = y.

Theorem 12. The variety V of l-algebras is 3-permutable, congruence dis-
tributive and weakly regular.

Proof. Let A = (A,V,r,—, 1) be an I-algebra and J(A) = (A, V,A,—, 1).
If we put

t1(x,y,2) :==r(z,y = x,x),
1 (x,y,2) :==r(x,y = 2,2)
then
11(x,y,2) = (zVx) A ((y — X) \/x) ~ (zVx)A (y — x) by (1),
H(x,y,z) = (xV)A((y = 2)Vz) = (xVz)A(y —2) by (1),
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1 (x,3,5) = (yVx) A (y = x) = x by (2),
n(xxy) = (YW A(x=x) = (xVy) AL= (xVy)A(y—y) = i(x,y)y) by (5),
r(x,x,y) = (xVy) A (x —y)~yby(2)

and hence 7V is 3-permutable.

If we put
to(x,y,2) == x,
11 (x,,2) :==r(z,,x),
n(x,y,2) = r(x,y = z,2),
13(x,y,2) =z
then
1n(x,y,2) = (z2Vx) A(yVx),
n(x,y,2) = (xVZ) A ((y = 2) Vz) = (xVZ) Ay = 2) by (1),
fo(x,x,y) mx =~ (xVy) Ax= (yVx)A(xVx) = t(x,x,y),
t(xy,y) = (V) A(yVx) mxVy s (xVy) A %(xVy) (y = y) =na(x,y,y)

by (5),
n(x,x,y) = (xVy) A(x = y) =y~ 13(x,x,y) by (2),
L4 (X,y,X) ~ ()C\/X) A (y\/X) XA ()C\/y) ~ X,
f(x,y,x) = (xVx) A(y = x) & xA(y = x) = x by (1)
and hence 7V is congruence distributive.
Finally, if we put
51 (x7y) =X,
f(xy)=y—x

then #;(x,y) = t(x,y) = 1 is equivalent to x <y and y < x according to Theorem 10
and (5), i.e. to x = y and hence ¥V is weakly regular. O

6. ALGEBRAS ASSIGNED TO RELATIVELY RESIDUATED JOIN-SEMILATTICES

Similarly as for non-classical implication semilattices, we are going to show that
also relatively residuated join-semilattices can be converted into algebras with every-
where defined operations by using of a certain ternary term ¢(x,y,z) which replaces
the partial operation ©.

Definition 6. An R-algebra is an algebra (R,V,q,—,1) of type (2,3,2,0) such
that (R, V, 1) is a join-semilattice with top element 1 and the following conditions are
satisfied for all x,y,z,u € R:

(20) z < g(x,y,2),
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(1) g(zVuVx,zVuVyz)~q(zVuVx,zVuVyzVu),
(22) q(x,1,x) = q(1,x,x) =~ x,

(23) q(x,y.2) = q(y,x,2),

(24) q(q(x,y,u),z,u) = q(x,q(y,z,u),u),

(25) q(x,z,u) < g(xVy,z,u),

(26) xVz<y— (q(x,y,2) Vz),

Q7 x<y—x

(28) q(x,x —y,y) <,

(29) q(x,y,2) = q(xVz,yVz,2),

30) (xVy) = y=x—y.

The following result is an immediate consequence of Definition 6.
Corollary 1. The class ‘W of R-algebras forms a variety.

Considering a relatively residuated join-semilattice as introduced in Definition 4,
we can define a ternary operation g¢(x,y,z) as follows:  ¢q(x,y,z) :=
(xVz) ® (yVz). For every relatively residuated join-semilattice R = (R,V,®,—, 1)
put B(R) := (R,V,q,—,1).

Theorem 13. Let R = (R,V,®,—, 1) be a relatively residuated join-semilattice.
Then B(R) is an R-algebra.

Proof. Let B(R) = (R,V,q,—,1) and a,b,c,d € R. We have

(20) c<(aVec)®(bVc)=gq(a,b,c).

(21) g(evdVa,cvdVb,c)=(cVdVa)®(cVdVb)=q(cVdVa,cNVdVb,cVd).

(22) g(a,1,a) =(aVa)®(1Va)=a®1=aand g(1,a,a) = (1Va)®(aVa)=
lGa=a.

(23) (a,b,c)=(aVe)®(bVc)=(bVc)®(aVe)=q(b,a,c).

24) q(qla,b,d),c,d) = (((an)@(bvd))vd) o(evd) = ((avd) o (bvd)) ®
(cvd)=(avd)® ((bVd)®(cVd)) = (aVd)® (((b\/d)Q(c\/d)) \/d) =
q(a7q<b7c7d>7d)‘

(25) g(a,c,d) = (aVd)®(cVd) < ((aVb)Vd)® (cVd)=q(aVb,c,d).

(26) According to (17) we have

aVe<b— (((a\/c)Q(b\/c)) \/c) =b— (q(a,b,c)Ve).
(27) coincides with (18).
(28) According to (18) and (19) we have
g(a,a—b,b)=(aVbh)® ((a—b)Vb) = (aVb)®(a—b) <b.

(29) g(a,b,c)=(aVc)®(bVc)= ((aVe)Ve)®((bVe)Ve) =glaVe,bVe,c).

(30) coincides with (16).

O
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For every R-algebraR = (R,V,q,—, 1) put Q(R) := (R, V,®,—,1) where xOy :=
q(x,y,z) for all x,y,z € R with z < x,y. That Q(R) is well-defined follows from the
next theorem.

Theorem 14. Let R = (R,V,q,—,1) be an R-algebra. Then Q(R) is a well-
defined relatively residuated join-semilattice.

Proof. Let Q(R) = (R,V,®,—,1) and a,b,c,d € R. Then © is well-defined since
in case c¢,d < a,b we have
q(a,b,c)=q(aVevd,bVeVvd,c)=qglavVeVvd,bVeVvd,cVd)
=qg(avevd,bVeVvd,d)=q(a,b,d)
by (21). Then because of (20), ¢ < g(a,b,c) = a® b whenever ¢ < a,b.

(10) follows from the definition of an R-algebra.

(11) a®1=¢(a,1,a) =aand 1 ®a = ¢(1,a,a) = a by (22).

(12) Because of (23) we have a ® b = g(a,b,c) = q(b,a,c) = b ® a whenever
c<a,b.

(13) Because of (24) we have (a©®b)©c =q(q(a,b,d),c,d) = q(a,q(b,c,d),d) =
a® (b®c) whenever d < a,b,c.

(14) Because of (25) we have a®© ¢ =¢(a,c,d) < g(aVb,c,d) = q(b,c,d) =bOc
wheneverd <a<bandd <c.

(16) coincides with (30).

(17) Because of (26) and (29) we have

aVe<b— (q(a,b,c)Ve)=b— (glaVe,bVe,c)Ve)
=b— (((a\/c)@(b\/c)) \/c).

(18) coincides with (27).
(19) Because of (27), (29) and (28) we have

(aVb)®(a—b)=(aVb)® ((a—b)Vb) =q(aVb,(a—b)Vb,b)
=q(a,a— b,b) <b.
O
Theorem 15. The correspondence described in Theorems 13 and 14 is one-to-one.
Proof. If R=(R,V,®,—,1) is a relatively residuated join-semilattice and
B(R) = (R,V,q,—,1),
Q(BR)) = (R,V,®,—,1)

then x®y = g(x,y,z) = (xVz) ©® (yVz) =x©®y for all x,y,z € R with z < x,y and
hence Q(B(R)) = R. If, conversely, R = (R, V,q,—, 1) is an R-algebra and

QR)=(R,V,0,—,1),
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B(Q<R)) = (R7V7Q7_>7 1)

then Q(x,y,z) = (xVz) ®(yVz) =~ q(xVz,yVz2) ~ q(x,yz) according to (29) and
hence B(Q(R)) =R. O

By Theorems 13, 14 and 15 the variety W of R-algebras is equivalent to the class
of relatively residuated join-semilattices.

Theorem 16. The variety W of R-algebras is weakly regular and its subvariety
determined by the additional identity q(x,x — y,y) /=y is 3-permutable.

Proof. The proof is analogous to that of Theorem 12 and uses also (i) of The-
orem 4. Since y < x — y according to (18), the identity g(x,x — y,y) &~y is equivalent
to the identity

(xVvy)©(x—=y)~y
which is nothing else than divisibility of the corresponding relatively residuated join-
semilattice. [
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