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#### Abstract

In this paper, a new class of multi-agent systems with addictive and multiplicative measurement noises under Markovian switching topologies is introduced. Some sufficient conditions of average consensus to the systems are also established under consideration. First, based on the continuous-time Markov chain with finite modes, the time-varying topologies of the considering system is figured. Then, the mean square average consensus for the multi-agent systems with a time-varying gain under the time-varying topologies and the Markov chain is studied. Finally, the example and simulation results are given to illustrate the effectiveness of the obtained theoretical results.
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## 1. Introduction

The mathematical models subjected to the phenomenon of uncertain environment for collective behavior have been widely introduced and analyzed (see e.g., [9, 16, 17], and its special cases, flocking[1,2] and consensus [5-7, 10, 11, 15-18]). Noises are ubiquitous stochastic phenomena in the real world which are usually modeled as additive noise $[5,7,16]$ or multiplicative noises $[1,6,11]$. Recetnly, Li et al. considered the addictive noise [7] and multiplicative noises [6] for continuous-time models under fixed topologies, respectively. Besides, random link failures often happen in the various systems which motives to study the dynamics with stochastic switching. The average consensus for a linear system with Markov switching topologies has been developed by Matei et al.[10]. After that it was extended to a more general linear system in [15]. Under the assumption that the systems have addictive noises, the sufficient conditions for average consensus were proposed by Zhang et al. [16]. Then,

[^0]Li et al. proposed the weaker necessary and sufficient conditions to obtain weaker consensus results. Since the measurements of multiple sensors are often influenced by compound noises[3], Wang et al.[13,14] gave measurement models with compound noises and constant control gains, and Zong et al.[17] studied a first-order consensus problem with addictive and multiplicative noises to seek consensus. If the topology is fixed, the necessary and sufficient conditions for mean square weak and strong consensus were developed with a time-varying gain by Zong et al.[17]. Furthermore, when time-varying topologies were considered in the systems, they also obtained sufficient conditions for weak consensus and average consensus. However, the time-varying topologies were not figured explicitly and no numerical simulations were presented. This is the main motivation of the paper.

To fill this gap, the goal of this paper is to establish the asymptotic consensus for a class of first-order continuous-time multi-agent systems with addictive and multiplicative noises under Markovian random graphs. Towards the asymptotic consensus, we transform the dynamics of agents into a stochastic error systems. In order to decrease the errors, we combine with stochastic analysis and the tools of symmetrized graph in the theory of stochastic Lyapunov to systemically form a good expression for the ease of analysis. To ensure the connectivity of the network to some extent, we assume that the graph resulting from the union of graphs which are switched by ergodic Markov chain is contained into a spanning tree. Under the assumption, we can show that the error systems in the mean square sense tend to zero as time goes on making sure that all agents may asymptotically agree on their states. Moreover, we prove that the state of each agent converges to the average of initial states under some convergence and robust conditions.

The paper is organized as follows. In Section 2, we recall some related concepts and basic results on graphs and matrices, and present the setup and formulation of the continuous-time systems under consideration. Section 3 is devoted to state our main convergence theorem for average consensus. In Section 4, the example and simulation results are given to illustrate the effectiveness of the obtained theoretical results. Section 5 gives a brief summary of the paper.

## 2. PRELIMINARY AND PROBLEM FORMULATION

In this section, we will give some related preliminaries and formulate the considered problem in this work.

Notation 1. In this paper, unless otherwise specified, the following symbols will be used in next sections. For any positive integers $N, I_{N}$ and $e_{N, i}$ represents $N$-by- $N$ identity matrix and its $i$ th column, $\mathbb{R}^{N}$ denotes the $N$ dimensional Euclidean space, $\mathbb{R}^{m \times n}$ denotes the set of all $m \times n$ real matrices and $1_{N}$ denotes the $N$ dimensional column vector with all ones. For any given vector $x$ or matrix $X,\|x\|$ denotes the Euclid norm and $\|X\|_{F}$ denotes the Frobenius norm, $\mathbb{E} x$ denotes the mathematical expectation of $x$ and $\operatorname{Var} x$ denotes the variance of $x$. For any given matrices $A \in \mathbb{R}^{n \times n}$
and $B \in \mathbb{R}^{m \times m}, A^{T}$ denotes the transpose of $A, A \otimes B$ denotes the Kronecker product. Set $A \oplus B=\left(I_{m} \otimes A\right)+\left(B \otimes I_{n}\right) \in \mathbb{R}^{m n \times m n}$. The Kronecker product has the properties: $(A \otimes B)^{T}=A^{T} \otimes B^{T}$ and $(A \otimes B)(C \otimes D)=(A C) \otimes(B D)$.

### 2.1. Preliminary

The generator matrix of a continuous-time Markov chain $\{\theta(t)\}_{t \geq 0}$ is denoted by $\Gamma=\left(\gamma_{i j}\right)_{s \times s}$, so that for a sufficiently small $h>0$, the probability of mode $k$ jumps to mode $l$ is determined by the generator matrix

$$
\mathbb{P}\{\theta(t+h)=l \mid \theta(t)=k\}= \begin{cases}\gamma_{k l} h+o(h), & k \neq l \\ 1+\gamma_{k k} h+o(h), & k=l\end{cases}
$$

where $o(h)$ is a high-order infinitesimal with respect to infinitesimal $h$, and $\gamma_{l k} \geq 0$ is the transition rate from state $l$ to state $k$ if $k \neq l$. Let $\lambda_{k k}=-\sum_{k \neq l} \lambda_{k l}$. From [9], for almost every sample path of $\theta(t)$ in any finite interval of $\mathbb{R}_{+}:=[0,+\infty)$, we know there are finite simple jumps.

Throughout this paper, we associate to a dynamic system with a communication graph within $N$ agents. Let the set of nodes $\mathcal{V}=\{1,2, \ldots, N\}$ be the set of agents with node $i$ representing the $i$ th agent. The interactive communication topology among the agents is modeled by a time-dependent and weighted digraph $\mathcal{G}(t)=(\mathcal{V}, \mathcal{E}(t), \mathcal{A}(t))$ with no self-loops and $\mathcal{E}(t) \subseteq \mathcal{V} \times \mathcal{V}$. An ordered pair $(j, i)$ belongs to the edge set $\mathcal{E}(t)$, which means that the $i$ th agent can receive information from the $j$ th agent directly at $t$. If $\left(k_{1}, k_{2}\right),\left(k_{2}, k_{3}\right), \ldots,\left(k_{m-1}, k_{m}\right) \in \mathcal{E}(t)$, then there is a directed path from node $k_{1}$ to $k_{m}$ at $t$. The weighted adjacency matrix is defined by $\mathcal{A}(t)=\left[a_{i j}(t)\right] \in$ $\mathbb{R}^{N \times N}$. For any $i, j \in \mathcal{V}, a_{i j}(t) \geq 0$, and $a_{i j}(t)>0$, i.e., $(j, i) \in \mathcal{E}$, the graph corresponding to a given adjacency matrix $\mathcal{A}(t)$ is denoted by $\mathcal{G}_{\mathcal{A}(t)}$. The Laplacian matrix is given by $\mathcal{L}(t)=\mathcal{D}(t)-\mathcal{A}(t)$, where $\mathcal{D}(t)=\operatorname{diag}\left(\sum_{j=1}^{N} a_{i j}(t), i=1, \ldots, N\right)$. A graph $\mathcal{G}$ is called to be balanced digraph, if $\sum_{j=1}^{N} a_{j i}(t)=\sum_{j=1}^{N} a_{i j}(t), i=1,2, \ldots, N$. It is clear that an undirected graph is a balanced digraph. If there exists a directed path from some agent of the systems to the rest of agents, then we say that the digraph $\mathcal{G}$ contains a spanning tree.

Definition 1. Let $\mathbb{S}=\{1,2, \ldots, s\}$ be the index set of modes corresponding to all possible network topologies, and let $\left\{A(i) \in \mathbb{R}^{N \times N}, i \in \mathbb{S}\right\}$ be a set of matrices with respect to a set of graphs $\left\{\mathcal{G}_{A(i)}, i=1, \ldots, s\right\}$. We say that the graph $\mathcal{G}_{\mathcal{A}}$ corresponds to the set $\mathcal{A}$ if it is given by the union of graphs, i.e.,

$$
\mathcal{G}_{\mathcal{A}} \triangleq \bigcup_{i \in \mathbb{S}} \mathcal{G}_{A(i)}=\left(\mathcal{V}, \bigcup_{i \in \mathbb{S}} \mathcal{E}_{i}, \mathcal{A}\right)
$$

where $\mathcal{A}=\sum_{i=1}^{S} A(i)$.

Lemma 1. [7] If the fixed graph $\mathcal{G}=\{\mathcal{V}, \mathcal{E}, \mathcal{A}\}$ is undirected, then the corresponding Laplacian matrix $\mathcal{L}$ is symmetric with $N$ real eigenvalues, and the eigenvalues are in an ascending order:

$$
0=v_{1} \leq v_{2} \leq \ldots \leq v_{N}
$$

and

$$
\min _{x \neq 0, \mathbb{1}^{T} x=0} \frac{x^{T} \mathcal{L} x}{\|x\|^{2}}=v_{2}
$$

We call that $v_{2}(\mathcal{L})$ is the algebraic connectivity of $\mathcal{G}$. Moreover, if $\mathcal{G}$ is connected, then $v_{2}>0$.

### 2.2. Problem formulation

We consider the consensus problem for the multi-agent systems with the following distributed control coordination:

$$
\begin{equation*}
\dot{x}_{i}(t)=c(t) \sum_{j=1}^{N} a_{i j}(t)\left(y_{j i}(t)-x_{i}(t)\right), t \geq 0, i=1,2, \ldots, N \tag{2.1}
\end{equation*}
$$

where $x_{i}(t) \in \mathbb{R}$, and $c(t):[0,+\infty) \rightarrow[0,+\infty)$ is a time-varying gain. The communication information from $j$ th agent to $i$ th agent is measured by addictive and multiplicative noises as the form:

$$
\begin{equation*}
y_{j i}(t)=x_{j}(t)+\alpha_{j i} \varpi_{1 j i}(t)+f_{j i}\left(x_{j}(t)-x_{i}(t)\right) \Phi_{2 j i}(t) \tag{2.2}
\end{equation*}
$$

where $\alpha_{j i} \geq 0$ in the additive noisy intensity, $f_{j i}(\cdot): \mathbb{R} \rightarrow \mathbb{R}_{+}$is the multiplicative noisy intensity function, $\left\{\Phi_{n j i}(t), i, j=1,2, \ldots, N\right\}, n=1,2$ are the noise processes. In this work, $\alpha_{j i} \Phi_{1 j i}(t)+f_{j i}\left(x_{j}(t)-x_{i}(t)\right) \bar{\Phi}_{2 j i}(t)$ is the noise term including two case:

- $\alpha_{j i} \sigma_{1 j i}(t)$ are addictive and independent of the agents' states;
- $f_{j i}\left(x_{j}(t)-x_{i}(t)\right) \bar{\sigma}_{2 j i}(t)$ are multiplicative depending on the relative states.

Remark 1. The measurements and information transmission are often disturbed by addictive and multiplicative noises [12]. Generally speaking, $x_{j}(t)-x_{i}(t)$ is an ideal measurement and cannot be obtained accurately, because noises appear everywhere. Li et al. considered the addictive noise [7] and multiplicative noises [6] for continuous-time models under fixed topologies, respectively. Zong et al. [17] studied the consensus problem for multi-agent systems with addictive noise and fixed topology under weaker sufficient conditions obtained by [7]. Li et al. [5] generalized the addictive results to a Markovian switching topologies case. Since the measurements to multiple sensors are often influenced by compound noises [3], Wang et al. [13,14] proposed measurement models with compound noises and constant control gains, and Zong et al. [17] also considered a first-order consensus problem with addictive and multiplicative noises and designed a time-varying control gain to seek consensus.

Assumption 1. The noise processes $\left\{\Phi_{n j i}(t), i, j=1,2, \ldots, N\right\}, n=1,2$ satisfying $\int_{0}^{t} \varpi_{n j i}(s) \mathrm{d} s=w_{n j i}(t), t \geq 0$ and $\left\{w_{n j i}(t), i, j=1,2, \ldots, N\right\}$ are scalar independent Brownian motions.

From Assumption 1, (2.1) and (2.2), the dynamic behavior of the $i$ th agent is given by

$$
\begin{align*}
\mathrm{d} x_{i}(t)=c(t) & \sum_{j=1}^{N} a_{i j}(t)\left(x_{j}(t)-x_{i}(t)\right) \mathrm{d} t+c(t) \sum_{j=1}^{N} a_{i j}(t) \alpha_{j i} \mathrm{~d} w_{1 j i}(t) \\
& +c(t) \sum_{j=1}^{N} a_{i j}(t) f_{j i}\left(x_{j}(t)-x_{i}(t)\right) \mathrm{d} w_{2 j i}(t) \tag{2.3}
\end{align*}
$$

where $f_{j i}(\cdot): \mathbb{R} \rightarrow \mathbb{R}$ is the noise intensity function.
Let $\eta_{i}(t)^{T}$ be the first row of $\mathcal{A}(t), \Sigma_{i}(t)=\eta_{i}^{T}(t) \operatorname{diag}\left(\alpha_{1 i}, \alpha_{2 i}, \ldots, \alpha_{N i}\right), \alpha^{(t)}=$ $\operatorname{diag}\left(\Sigma_{1}(t), \ldots, \Sigma_{N}(t)\right)_{N \times N^{2}}$ and $\mathrm{d} W_{1}=\left(\mathrm{d} w_{111} \ldots \mathrm{~d} w_{1 N 1} \ldots . . \mathrm{d} w_{11 N} \ldots \mathrm{~d} w_{1 N N}\right)^{T}$. Then, (2.3) can be rewritten as

$$
\begin{align*}
\mathrm{d} x(t)=- & c(t) \mathcal{L}(t) x(t) \mathrm{d} t+c(t) \alpha^{(t)} \mathrm{d} W_{1}(t) \\
& +c(t) \sum_{i=1}^{N} \sum_{j=1}^{N} a_{i j}(t) e_{N, i} f_{j i}\left(x_{j}(t)-x_{i}(t)\right) \mathrm{d} w_{2 j i}(t) \tag{2.4}
\end{align*}
$$

where $x(t)=\left(x_{1}(t), \ldots, x_{N}(t)\right)^{T}$.
Next, we give the definition of consensus as follows.
Definition 2. The agents reach asymptotically unbiased mean square average consensus(AUMSAC), if there is a random vector $x^{*} \in \mathbb{R}$ such that $\mathbb{E}\left[x^{*}\right]=\frac{1}{N} \sum_{j=1}^{N} x_{j}(0)$, $\mathbb{E}\left[x^{*}\right]^{2}<\infty$, and $\lim _{t \rightarrow \infty} \mathbb{E}\left\|x(t)-x^{*} 1_{N}\right\|^{2}=0$.

Remark 2. Definition 2 follows from [18], and we use the mean square consensus to figure such asymptotical behavior.

## 3. CONSENSUS ANALYSIS

In the section, we are going to give several sufficient conditions for asymptotically unbiased mean square average-consensus to the multi-agent systems. To this end, we make the following assumptions.

Assumption 2. All digraphs $\mathcal{G}_{\mathcal{A}(k)}, k \in \mathbb{S}$ are assumed to be balanced and the union graph of all available digraphs contains a spanning tree.

Assumption 3. The homogeneous, finite-state Markov chain $\{\theta(t)\}_{t \geq 0}$ is right continuous-time, and ergodic with generator matrix $\Gamma=\left(\gamma_{i j}\right)_{s \times s}$ satisfies $\sum_{j \neq i}^{s} \gamma_{i j}=$ $\sum_{j \neq i}^{s} \gamma_{j i}$ and initial probability distribution has $\left\{q_{i}, i \in \mathbb{S}\right\}, \mathbb{S}=\{1,2, \ldots, s\}$.

Assumption 4. $c(t) \geq 0, \int_{0}^{\infty} c(t)=\infty, \int_{0}^{\infty} c^{2}(t)<\infty$.

Assumption 5. The initial data $x(0)$ satisfies $\mathbb{E}\|x(0)\|^{2}<\infty$. Besides, $x(0)$, $\{\theta(t)\}_{t \geq 0},\left\{\varpi_{n j i}(t), i, j=1,2, \ldots, N\right\}$ are independent.

Remark 3. The Assumptions above are sufficient for seeking consensus of the considered systems in this work.
(1) Assumption 2 is often used to analysis the dynamics for systems with switching topologies (see [5]).
(2) Assumption 3 makes the generator matrix $\Gamma$ to be doubly stochastic and to correspond to a balanced digraph[10]. Besides $Q:=\frac{\Gamma^{T}+\Gamma}{2}$ is irreducible and negative semidefinite.
(3) The two integrals in Assumption 4 are convergence condition and robust condition, respectively (see [7]). And it is easy to find that $c(t) \rightarrow 0, t \rightarrow \infty$.

Theorem 1. Suppose that Assumptions 1,2,3,4 hold. If $f_{j i}(x)=\beta_{j i} x, 0 \leq \beta_{j i} \leq$ $\kappa_{\beta}, i, j=1,2, \ldots, N$ and $a_{i j}(k)=1$ or $0, i, j=1, \ldots, N, k \in \mathbb{S}$, then the multi-agent systems achieve unbiased mean square average consensus under the distributed control coordination (2.1) with measurements (2.2), that is,

$$
\lim _{t \rightarrow \infty}\left\|x(t)-x^{*} 1_{N}\right\|^{2}=0
$$

where
$x^{*}=\frac{1}{N} 1_{N}^{T} x(0)+\frac{1}{N} \int_{0}^{\infty} c(t) 1_{N}^{T} \alpha^{(\theta(t))} d W_{1}(t)+\frac{1}{N} \sum_{i, j=1}^{N} \int_{0}^{\infty} c(t) \beta_{j i} 1_{N}^{T} S_{i j}^{(\theta(t))} x(t) d w_{2 j i}(t)$.
Proof. Since $f_{j i}(x)=\beta_{j i} x, i, j=1,2, \ldots, N$, let $S_{i j}^{(t)}=\left(s_{i j}(t)\right)_{N \times N}$ be an $N$-th-order square matrix with $s_{i j}(t)=a_{i j}(t), s_{i i}(t)=-a_{i j}(t)$ and the rest elements being zero, $i, j=1,2, \ldots, N$. Then, (2.4) can be rewritten as

$$
\begin{equation*}
\mathrm{d} x(t)=-c(t) \mathcal{L}(t) x(t) \mathrm{d} t+c(t) \alpha^{(t)} \mathrm{d} W_{1}(t)+c(t) \sum_{i=1}^{N} \sum_{j=1}^{N} \beta_{j i} S_{i j}^{(t)} x(t) \mathrm{d} w_{2 j i}(t) \tag{3.1}
\end{equation*}
$$

Let $\delta(t)=\left(I_{N}-J_{N}\right) x(t)$ and $J_{N}=(1 / N) 1_{N} 1_{N}^{T}$. Note that $\left(I_{N}-J_{N}\right) \mathcal{L}(t)=\mathcal{L}(t)=$ $\mathcal{L}(t)\left(I_{N}-J_{N}\right)$,

$$
\begin{aligned}
\mathrm{d} \delta(t)=- & c(t) \mathcal{L}(t) \delta(t) \mathrm{d} t+c(t)\left(I_{N}-J_{N}\right) \alpha^{(t)} \mathrm{d} W_{1}(t) \\
& +c(t) \sum_{i=1}^{N} \sum_{j=1}^{N} \beta_{j i}\left(I_{N}-J_{N}\right) S_{i j}^{(t)} \delta(t) \mathrm{d} w_{2 j i}(t),
\end{aligned}
$$

we integrate both sides to the equality $\mathrm{d}\left[\boldsymbol{\delta}(t) \boldsymbol{\delta}(t)^{T} \chi_{\{\theta(t)=k\}}\right]=\chi_{\{\theta(t)=k\}} \mathrm{d} \boldsymbol{\delta}(t) \boldsymbol{\delta}^{T}(t)+$ $\delta(t) \delta^{T}(t) \mathrm{d} \chi_{\{\theta(t)=k\}}$, to yield

$$
\begin{aligned}
& \delta(t) \delta(t)^{T} \chi_{\{\theta(t)=k\}}=\delta^{T}(0) \delta(0) \chi_{\{\theta(0)=k\}}+\int_{0}^{t} \chi_{\{\theta(s)=k\}} \mathrm{d} \delta(s) \delta^{T}(s) \\
&+\int_{0}^{t} \delta(s) \delta^{T}(s) \mathrm{d} \chi_{\{\theta(s)\}}
\end{aligned}
$$

Hence, we obtain

$$
\begin{aligned}
\mathbb{E}\left[\delta^{T} \delta \chi_{\{\theta(t)=k\}}\right]=\mathbb{E} & {\left[\delta^{T}(0) \delta(0) \chi_{\{\theta(0)=k\}}\right]+\int_{0}^{t} \mathbb{E} \chi_{\{\theta(s)=k\}} \mathrm{d} \delta(s) \delta^{T}(s) } \\
& +\int_{0}^{t} \mathbb{E} \delta(s) \delta^{T}(s) \mathrm{d} \chi_{\{\theta(s)\}}
\end{aligned}
$$

Denote $V_{k}(t)=\mathbb{E}\left[\boldsymbol{\delta}(t) \boldsymbol{\delta}^{T}(t) \chi_{\{\theta(t)=k\}}\right]$, we use Ito's formula and Lemma 4.2 in [4] to obtain

$$
\begin{align*}
\frac{\mathrm{d} V_{k}(t)}{\mathrm{d} t}= & \frac{\mathrm{d} \mathbb{E}\left[\delta(t) \delta^{T}(t) \chi_{\{\theta(t)=k\}}\right]}{\mathrm{d} t} \\
=- & c(t)\left(V_{k}(t) \mathcal{L}(k)^{T}+\mathcal{L}(k) V_{k}(t)\right)+c^{2}(t)\left(I_{N}-J_{N}\right) \boldsymbol{\alpha}^{(k)} \boldsymbol{\alpha}^{(k) T}\left(I_{N}-J_{N}\right) p_{k}(t) \\
& +c^{2}(t) \sum_{i, j=1} \beta_{j i}^{2}\left(I_{N}-J_{N}\right) S_{i j}^{(k)} V_{k}(t) S_{i j}^{(k) T}\left(I_{N}-J_{N}\right)^{T}+\sum_{l=1} \gamma_{l k} V_{l}(t) \tag{3.2}
\end{align*}
$$

But, $V(t)=\sum_{k=1}^{s} V_{k}(t)$ deduces $V(t)=\mathbb{E}\left(\boldsymbol{\delta}(t) \boldsymbol{\delta}(t)^{T}\right)$. Let $\hat{V}(t)=\left[V_{1}(t) \ldots V_{s}(t)\right] \in$ $\mathbb{R}^{N \times N s}$, and $\psi(V)\left(V \in \mathbb{R}^{N \times N}\right)$ be an $N^{2}$ dimensional vector obtained by "stacking" $V$ 's columns, that is,

$$
\psi(V)=\left(\begin{array}{c}
V(:, 1) \\
\vdots \\
V(:, N)
\end{array}\right), \quad \text { and then, } \quad \psi(\hat{V}(t))=\left(\begin{array}{c}
\psi\left(V_{1}(t)\right) \\
\vdots \\
\psi\left(V_{s}(t)\right)
\end{array}\right)
$$

Hence,

$$
\begin{align*}
\frac{\mathrm{d} \psi\left(V_{k}(t)\right)}{\mathrm{d} t}=- & c(t) \psi\left(V_{k}(t) \mathcal{L}(k)^{T}+\mathcal{L}(k) V_{k}(t)\right)+\sum_{l=1} \gamma_{l k} \psi\left(V_{l}(t)\right) \\
& +c^{2}(t) \psi\left(\left(I_{N}-J_{N}\right) \alpha^{(k)} \boldsymbol{\alpha}^{(k) T}\left(I_{N}-J_{N}\right) p_{k}(t)\right) \\
& +c^{2}(t) \sum_{i, j=1} \beta_{j i}^{2} \psi\left(\left(I_{N}-J_{N}\right) S_{i j}^{(k)} V_{k}(t) S_{i j}^{(k) T}\left(I_{N}-J_{N}\right)^{T}\right) \\
=- & c(t)(\mathcal{L}(k) \oplus \mathcal{L}(k)) \psi\left(V_{k}(t)\right)+\left(\Gamma_{k}^{T} \otimes I_{N^{2}}\right) \psi(\hat{V}(t))+c^{2}(t) \psi\left(Z_{k}(t)\right) \\
& \left.+c^{2}(t) \sum_{i, j=1} \beta_{j i}^{2}\left(\left(I_{N}-J_{N} S_{i j}^{(k)} \otimes\left(I_{N}-J_{N}\right) S_{i j}^{(k)}\right)\right)\right) \psi\left(V_{k}(t)\right) \tag{3.3}
\end{align*}
$$

where $Z_{k}(t)=\left(I_{N}-J_{N}\right) \boldsymbol{\alpha}^{(k)} \boldsymbol{\alpha}^{(k) T}\left(I_{N}-J_{N}\right) p_{k}(t)$. Let $Z(t)=\left[Z_{1}(t) \ldots Z_{s}(t)\right], \overline{\mathcal{L}}=$ $\operatorname{diag}(\mathcal{L}(k) \oplus \mathcal{L}(k), k=1, \ldots, s), H=\operatorname{diag}\left(\sum_{i, j=1} \beta_{j i}^{2}\left(\left(I_{N}-J_{N}\right) S_{i j}^{(k)} \otimes\left(I_{N}-J_{N}\right) S_{i j}^{(k)}\right), k=\right.$ $1, \ldots, s)$, and $\psi(\hat{V}(0))=\left(q_{1} \psi(V(0))^{T}, \ldots, q_{s} \psi(V(0))^{T}\right)^{T}$. Using the above notation, we have

$$
\begin{equation*}
\frac{\mathrm{d} \psi(\hat{V}(t))^{T} \psi(\hat{V}(t))}{\mathrm{d} t}=2 \psi(\hat{V}(t))^{T}\left(-c(t) \overline{\mathcal{L}}+\Gamma^{T} \otimes I_{N^{2}}\right) \psi(\hat{V}(t)) \tag{3.4}
\end{equation*}
$$

$$
+2 c^{2}(t) \psi(\hat{V}(t))^{T} \psi(Z(t))+2 c^{2}(t) \psi(\hat{V}(t))^{T} \psi(\hat{V}(t))
$$

Let $L:=\operatorname{diag}(L(k) \oplus L(k), k=1,2, \ldots, s)$. Applying Assumption 2, we know that $L(k)=\frac{L^{T}(k)+L(k)}{2}$ is symmetric. From Assumption 3, we can see that $Q=\frac{\Gamma^{T}+\Gamma}{2}$ is irreducible, since $\{\theta(t)\}_{t \geq 0}$ is ergodic and $\Gamma$ is double stochastic. Therefore, (3.4) could be rewritten as

$$
\begin{align*}
\frac{\mathrm{d} \psi(\hat{V}(t))^{T} \psi(\hat{V}(t))}{\mathrm{d} t}=2 & \psi(\hat{V}(t))^{T}\left(-c(t) L+Q \otimes I_{N^{2}}\right) \psi(\hat{V}(t))  \tag{3.5}\\
& +2 c^{2}(t) \psi(\hat{V}(t))^{T} \psi(Z(t))+2 c^{2}(t) \psi(\hat{V}(t))^{T} \psi(\hat{V}(t))
\end{align*}
$$

From Assumptions 2, 3 and Lemma 3.13 in [10], we know that matrix $(-c(t) L+Q \otimes$ $I_{N^{2}}$ ) has an eigenvalue zero with algebraic multiplicity one, and the matrix can be viewed as the Laplacian matrix corresponding to a strongly undirect graph with the second smallest eigenvalue $v_{2}>0$, due to Lemma 1. From Assumption 4, there exists $t_{0}$ such that $c(t) \leq \min \left\{1, \frac{v_{2}}{1+\kappa_{H}}\right\}, t \geq t_{0}$, where $\kappa_{H}=\max \left\{0, \lambda_{\max }(H)\right\}$ and $\lambda_{\max }(H)$ is the maximum eigenvalue of $H$. The latter combined with Assumption 3 finds that for $t \geq t_{0}$ it holds

$$
\begin{align*}
& \frac{\mathrm{d} \psi(\hat{V}(t))^{T} \psi(\hat{V}(t))}{\mathrm{d} t} \\
& \left.\quad \begin{array}{l}
\quad 2 \psi(\hat{V}(t))^{T}\left(-c(t) L+Q \otimes I_{N^{2}}\right) \psi(\hat{V}(t))+2 c^{2}(t) \lambda_{\max }(H)\|\psi(\hat{V}(t))\|^{2} \\
\quad \\
\quad+c^{2}(t)\left(\|\psi(\hat{V}(t))\|^{2}+\|\psi(Z(t))\|^{2}\right) \\
\leq \\
\leq \\
\left.\leq-2 v_{2} c(t)+c^{2}(t)+2 \lambda_{\max }(H) c^{2}(t)\right)\|\psi(\hat{V}(t))\|^{2}+c^{2}(t)\|\psi(Z(t))\|^{2} \\
\leq
\end{array}\right)=v_{2} c(t)\|\psi(\hat{V}(t))\|^{2}+c^{2}(t)\|\psi(Z(t))\|^{2} .
\end{align*}
$$

In (3.6), we use the comparison principle of differential equations, and the becomes

$$
\|\psi(\hat{V}(t))\|^{2} \leq\left\|\psi\left(\hat{V}\left(t_{0}\right)\right)\right\|^{2} I_{1}(t)+I_{2}(t)
$$

where

$$
I_{1}(t)=e^{-v_{2} \int_{t_{0}}^{t} c(s) \mathrm{d} s}, \quad I_{2}(t)=\int_{t_{0}}^{t} e^{-v_{2} \int_{s}^{t} c(u) \mathrm{d} u} c^{2}(s)\|\psi(Z(s))\|^{2} \mathrm{~d} s
$$

Applying Assumptions 4, 5 and $v_{2}>0$ implies

$$
\lim _{t \rightarrow \infty}\left\|\psi\left(\hat{V}\left(t_{0}\right)\right)\right\|^{2} I_{1}(t)=\lim _{t \rightarrow \infty}\left\|\psi\left(\hat{V}\left(t_{0}\right)\right)\right\|^{2} e^{-v_{2} \int_{t_{0}}^{t} c(s) \mathrm{d} s}=0
$$

From Assumption 3, we know that the Markov chain $\{\theta(t)\}_{t \geq 0}$ is ergodic. So, there exists a stationary distribution $\left\{\pi_{k}>0, k=1, \ldots, s\right\}$. Let $\bar{Z}=\left[Z_{1} \ldots Z_{s}\right]$ with $Z_{k}=$ $\left(I_{N}-J_{N}\right) \boldsymbol{\alpha}^{(k)} \boldsymbol{\alpha}^{(k) T}\left(I_{N}-J_{N}\right) \pi_{k}, k \in \mathbb{S}$. Then, for any given $\varepsilon_{1}>0$, there is $t_{1}>0$ such that

$$
\begin{equation*}
\left|\|\psi(Z(s))\|^{2}-\|\psi(\bar{Z}(s))\|^{2}\right|<\varepsilon_{1}, \quad t \geq t_{1} \tag{3.7}
\end{equation*}
$$

From Assumption 4, for any given $\varepsilon_{2}>0$, there exists $t_{2}>0$ such that $\int_{t_{2}}^{\infty} c^{2}(t) \mathrm{d} t<$ $\varepsilon_{2}, t \geq t_{2}$. Set $t_{3}=\max \left\{t_{1}, t_{2}\right\}$. We estimate $I_{2}$ to get

$$
\begin{align*}
I_{2}(t) & =\int_{t_{0}}^{t_{3}} e^{-v_{2} \int_{s}^{t} c(u) \mathrm{d} u} c^{2}(s)\|\psi(Z(s))\|^{2} \mathrm{~d} s+\int_{t_{3}}^{t} e^{-v_{2} \int_{s}^{t} c(u) \mathrm{d} u} c^{2}(s)\|\psi(Z(s))\|^{2} \mathrm{~d} s \\
& \leq e^{-v_{2} \int_{t_{3}}^{t} c(u) \mathrm{d} u} \int_{t_{0}}^{t_{3}} c^{2}(s)\|\psi(Z(s))\|^{2} \mathrm{~d} s+\int_{t_{3}}^{t} c^{2}(s)\|\psi(Z(s))\|^{2} \mathrm{~d} s \\
& \leq e^{-v_{2} \int_{t_{3}}^{t} c(u) \mathrm{d} u} \int_{t_{0}}^{t_{3}} c^{2}(s)\|\psi(Z(s))\|^{2} \mathrm{~d} s+\left(\|\psi(\bar{Z})\|^{2}+\varepsilon_{1}\right) \int_{t_{3}}^{t} c^{2}(s) \mathrm{d} s \\
& \leq e^{-v_{2} \int_{t_{3}}^{t} c(u) \mathrm{d} u} \int_{t_{0}}^{t_{3}} c^{2}(s)\|\psi(Z(s))\|^{2} \mathrm{~d} s+\left(\|\psi(\bar{Z})\|^{2}+\varepsilon_{1}\right) \varepsilon_{2} \\
& \rightarrow\left(\|\psi(\bar{Z})\|^{2}+\varepsilon_{1}\right) \varepsilon_{2}, t \rightarrow \infty . \tag{3.8}
\end{align*}
$$

Since $\varepsilon_{2}$ is arbitrary, we have $I_{2}(t) \rightarrow 0, t \rightarrow \infty$. Therefore, we conclude that $\lim _{t \rightarrow \infty}\|\psi(\hat{V}(t))\|=0$. This leads to $\left.\lim _{t \rightarrow \infty} \| V(t)\right) \|_{F}=0$. Because of $\mathbb{E}\|\delta(t)\|^{2}=$ $\operatorname{tr}(V(t))$, we get $\lim _{t \rightarrow \infty} \mathbb{E}\|\delta(t)\|^{2}=0$. Hence, there exists $\kappa_{1}>0$ such that $\mathbb{E}\|\delta(t)\|^{2} \leq$ $\kappa_{1}, \forall t \geq 0$.

We use (3.1) and Assumption 2 again to obtain

$$
\mathrm{d}\left(J_{N} x(t)-J_{N} x(0)\right)=c(t) J_{N} \alpha^{(\theta(t))} \mathrm{d} W_{1}(t)+c(t) \sum_{i=1}^{N} \sum_{j=1}^{N} \beta_{j i} J_{N} S_{i j}^{(\theta(t))} x(t) \mathrm{d} w_{2 j i}(t) .
$$

Integrating the equality above, we have

$$
J_{N} x(t)=J_{N} x(0)+\int_{0}^{t} c(s) J_{N} \alpha^{(\theta(s))} \mathrm{d} W_{1}(s)+\int_{0}^{t} c(s) \sum_{i=1}^{N} \sum_{j=1}^{N} \beta_{j i} J_{N} S_{i j}^{(\theta(s))} \delta(s) \mathrm{d} w_{2 j i}(s)
$$

Let

$$
x^{*}=\frac{1}{N} 1_{N}^{T} x(0)+\frac{1}{N} \int_{0}^{\infty} c(s) 1_{N}^{T} \boldsymbol{\alpha}^{(s)} \mathrm{d} W_{1}(s)+\frac{1}{N} \int_{0}^{\infty} c(s) \sum_{i=1}^{N} \sum_{j=1}^{N} \beta_{j i} 1_{N}^{T} S_{i j}^{(\theta(s))} \delta(s) \mathrm{d} w_{2 j i}(s) .
$$

From Lemma 5.4 in [8], we obtain

$$
\begin{aligned}
& \mathbb{E}\left\|J_{N} x(t)-x^{*} 1_{N}\right\|^{2} \\
& \quad=\mathbb{E}\left\|\int_{t}^{\infty} c(s) J_{N} \alpha^{(\theta(s))} \mathrm{d} W_{1}(s)+\int_{t}^{\infty} c(s) \sum_{i=1}^{N} \sum_{j=1}^{N} \beta_{j i} J_{N} S_{i j}^{(\theta(s))} \delta(s) \mathrm{d} w_{2 j i}(s)\right\|^{2} \\
& \quad=\mathbb{E}\left\|\int_{t}^{\infty} c(s) J_{N} \alpha^{(\theta(s))} \mathrm{d} W_{1}(s)\right\|^{2}+\mathbb{E}\left\|\int_{t}^{\infty} c(s) \sum_{i=1}^{N} \sum_{j=1}^{N} \beta_{j i} J_{N} S_{i j}^{(\theta(s)} \delta(s) \mathrm{d} w_{2 j i}(s)\right\|^{2} \\
& \quad=\mathbb{E} \int_{t}^{\infty}\left\|J_{N} \alpha^{(\theta(s))}\right\|_{F}^{2} c^{2}(s) \mathrm{d} s+\sum_{i, j=1}^{N} \beta_{j i}^{2} \mathbb{E} \int_{t}^{\infty}\left\|J_{N} S_{i j}^{(\theta(s))} \delta(s)\right\|^{2} c^{2}(s) \mathrm{d} s \\
& \quad:=I_{3}(t)+I_{4}(t) .
\end{aligned}
$$

We apply Assumptions 2, 4 and $I_{3}(t)$ to find

$$
\begin{equation*}
I_{3}(t) \leq \max _{1 \leq k \leq s}\left\|J_{N} \alpha^{(k)}\right\|_{F}^{2} \int_{t}^{\infty} c^{2}(s) \mathrm{d} s=o(1), t \rightarrow \infty \tag{3.9}
\end{equation*}
$$

and

$$
\begin{align*}
I_{4}(t) & =\sum_{i, j=1}^{N} \beta_{j i}^{2} \mathbb{E} \int_{t}^{\infty}\left\|J_{N} S_{i j}^{(\theta(s))} \delta(s)\right\|^{2} c^{2}(s) \mathrm{d} s \\
& =\sum_{i, j=1}^{N} \beta_{j i}^{2} \mathbb{E} \int_{t}^{\infty}\left\|a_{i j}(\theta(s))\left(\delta_{j}(s)-\delta_{i}(s)\right) 1_{N}\right\|^{2} c^{2}(s) \mathrm{d} s \\
& =\sum_{i, j=1}^{N} \beta_{j i}^{2} \mathbb{E} \int_{t}^{\infty} a_{i j}^{2}(\theta(s))\left(\delta_{j}(s)-\delta_{i}(s)^{2} N c^{2}(s) \mathrm{d} s\right. \\
& \leq N \kappa_{\beta}^{2} \int_{t}^{\infty} \mathbb{E} \sum_{i, j=1}^{N}\left(\delta_{j}(s)-\delta_{i}(s)^{2} c^{2}(s) \mathrm{d} s\right. \\
& =N \kappa_{\beta}^{2} \int_{t}^{\infty} N \mathbb{E}\|\delta(s)\|^{2} c^{2}(s) \mathrm{d} s \\
& \leq N^{2} \kappa_{1} \kappa_{\beta}^{2} \int_{t}^{\infty} c^{2}(s) \mathrm{d} s=o(1), t \rightarrow \infty \tag{3.10}
\end{align*}
$$

Taking account of (3.9) and (3.10), we have

$$
\lim _{t \rightarrow \infty} \mathbb{E}\left\|J_{N} x(t)-x^{*} 1_{N}\right\|^{2}=0
$$

Hence,

$$
\mathbb{E}\left[x^{*}\right]=\frac{1}{N} 1_{N}^{T} x(0), \quad \operatorname{Var}\left[x^{*}\right]<\infty .
$$

Consequently, by using $\lim _{t \rightarrow \infty} \mathbb{E}\|\delta(t)\|^{2}=0$, we complete the proof of the theorem.

Remark 4. If the considered system in this work is noiseless and $c(t) \equiv 1$, it generates to a linear system with Markov switching topologies whose average consensus has been developed by Matei et al. [10], and the consensus results of [10] were extended to a more general linear systems in [15]. Under assumptions that the systems has only addictive noises working in a stochastic switching topologies, Zhang et al.[16] obtained the sufficient conditions for average consensus. Unlike the consensus results in [16], Li et al. ([7]) proposed weaker necessary and sufficient conditions to obtain weaker consensus results under a fixed topology. If the topology is fixed, then the systems (2.1) with information measurement (2.2) degenerate to a general stochastic differential equations with compound noises, the necessary conditions and sufficient conditions for mean square weak and strong consensus were developed with a weaker time-varying gain comparing to Assumption 4 by Zong et al. [17]. Furthermore,
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Figure 1. All the possible topologies
when a regular time-varying topologies were considered in the systems, they proposed sufficient conditions for weak consensus and average consensus.

## 4. Simulations

In this section, in order to analyze the influence of noises and switching topologies to the dynamics of the coupled system (2.1) with information measurement (2.2), we now consider a dynamic of (2.1) with four agents where three different directed graphs are as follows: Obviously, the corresponding topology graphs are balanced and the union graph of the three topology graphs has a spanning tree. If the switching topologies are compelled by a Markov chain in which the generator is chosen as

$$
\Gamma=\left(\begin{array}{ccc}
-2 & 1 & 1 \\
1 & -2 & 1 \\
1 & 1 & -2
\end{array}\right)
$$

then we know that it will jump between the three topologies and reach every mode in the given time. Given $x(0)=(8,1,-6,3)$. Let $\alpha_{11}=\alpha_{12}=\alpha_{13}=\alpha_{14}=\alpha_{21}=\alpha_{41}=$ $0.1, \beta_{12}=\beta_{13}=\beta_{31}=1$, and $c(t)=\frac{1}{1+t}$. The dynamic curve of the four agents (see Figure 3) shows a sample path of the consensus seeking process corresponding to a ergodic Markov chain in Figure 2. This also illustrates the average consensus which is achieved and consistent with Theorem 1


Figure 2. Ergodic Markov chain


Figure 3. dynamic curve of all agents

## 5. CONCLUSION

We have investigated considered stochastic consensus of the first-order continuoustime multi-agent systems with addictive and multiplicative noises under time-varying switching topologies. To analysis the time-varying topologies, the time-varying topologies is figured by using a continuous-time Markov chain with finite modes which corresponds to different directed graphs in the topological structure of the systems. Besides, for each fixed mode, the noise effecting on an agent is measured under the compound noises in the fixed topology corresponding the mode with fixed noise intensities. By investigating the connectivity of the directed and balanced graphs, conditions on the time-vary control gain and the irreducible Markov chain, we obtain a time-asymptotic mean square average consensus for the considered systems. A simulation example is operated to demonstrate our theoretical results.
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