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#### Abstract

In this paper, we mainly consider the oscillation of numerical solutions for a nonlinear delay differential equation which is generalized from a delay Lotka-Volterra type single species population growth model. By studying the corresponding difference scheme of the equation discretized by $\theta$-method, forward Euler method and backward Euler method, some sufficient conditions under which the numerical solutions oscillate are obtained. Furthermore, we prove that the positive non-oscillatory numerical solutions tend to the equilibrium of the original differential equation. Finally, some numerical experiments are given to verify the theoretical results.
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## 1. Introduction

In recent years, the reason why the properties of solutions of nonlinear delay differential equations (NDDEs) are getting more and more attention is that this type of equation has been widely used to describe phenomena in various fields of science such as life science, biology, ecology and physics [1,3,7,14, 15, 17]. Many researchers hold strong interest in all kinds of behaviors of solutions of NDDEs such as stability [24], periodicity [4], hopf bifurcation [25] and oscillation [11, 13]. Relative to the oscillation of analytic solutions, it is necessary to study the oscillation of the corresponding numerical solutions. Because only those numerical methods that preserve the inherent properties of the continuous model are meaningful and valuable. Nowadays, some results on the numerical oscillation of NDDEs have been published in [18-20]. Different from them, in this paper, we consider the following NDDEs

$$
\begin{equation*}
\dot{x}(t)=x(t)\left(a+b x^{p}(t-\tau)-c x^{q}(t-\tau)\right), \quad t \geq 0, \tag{1.1}
\end{equation*}
$$
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which is called generalized single species population model. The parameters in (1.1) satify

$$
\begin{equation*}
a, c, p, q, \tau>0, b \in \mathbb{R}, \quad p<q \tag{1.2}
\end{equation*}
$$

We consider the solutions of (1.1) with initial condition of the form

$$
x(t)=\varphi(t), \quad-\tau \leq t \leq 0
$$

where $\varphi \in C([-\tau, 0],(0, \infty))$ and $\varphi(0)>0$.
In [12], Ladas and Qian studied globally asymptotically stablity for every positive solution of (1.1). After that, some extended forms of (1.1) were considered. The global attractive and the oscillation of a unique positive periodic solution of delay periodic logistic equation were studied in [22], sufficient conditions were obtained for the existence and global attractivity of positive periodic solution of an impulsive DDE with Allee effect [23], the existence of a positive periodic solution of the delayed periodic logistic equation was established in [5], and some corresponding discrete models were studied also [6].

In particular, when $p=1$ and $q=2$, then (1.1) gives

$$
\begin{equation*}
\dot{x}(t)=x(t)\left(a+b x(t-\tau)-c x^{2}(t-\tau)\right) \tag{1.3}
\end{equation*}
$$

which is a delay Lotka-Volterra type single species population growth model proposed by Gopalsamy and Ladas [9]. As a case in exhibition of the Allee effect [21], (1.3) means the positive feedback effects of aggregation and cooperation are dominated by density-dependent stabilizing negative feedback effects due to intraspecific competition when the density of the population is higher than a critical value. In this model, the per capita growth is expressed as a quadratic function, related either at present or in history, of the density. Specifically, this per-capita growth rate can be interpreted as a "first order" nonlinear approximation of more general types of plausible nonlinear growth rates with single humps. As for the research on the properties of (1.3), the interested readers can refer to [8].

The definitions of oscillatory for solutions of differential equation and difference equation can be found in [2], next we list some helpful results which will be used in the upcoming analysis.

Theorem 1 ([10, Corollary 7.1.1]). Consider the difference equation

$$
\begin{equation*}
a_{n+1}-a_{n}+\sum_{j=-k}^{l} q_{j} a_{n+j}=0 \tag{1.4}
\end{equation*}
$$

assume that $k, l \in \mathbb{N}$ and $q_{j} \in \mathbb{R}$ for $j=-k, \ldots, l$. Then the following statements are equivalent:
(i) Every solution of (1.4) oscillates.
(ii) The characteristic equation $r-1+\sum_{j=-k}^{l} q_{j} r^{j}=0$ has no positive roots.

Theorem 2 ([10, Theorem 7.2.1]). For the difference equation

$$
\begin{equation*}
a_{n+1}-a_{n}+l a_{n-k}=0 \tag{1.5}
\end{equation*}
$$

where $l \in \mathbb{R}, k \in \mathbb{Z}$. Then every solution of (1.5) oscillates if and only if one of the following conditions holds:
(i) $k=-1$ and $l \leq-1$;
(ii) $k=0$ and $l \geq 1$;
(iii) $k \in\{\ldots,-3,-2\} \cup\{1,2, \ldots\}$ and $l(k+1)^{k+1} / k^{k}>1$.

Lemma 1 ([12, Theorem 1]). Assume that (1.2) holds, then every solution of (1.1) oscillates about $x^{*}$ if and only if

$$
\begin{equation*}
\left(q c\left(x^{*}\right)^{q}-p b\left(x^{*}\right)^{p}\right) \tau>\frac{1}{e} \tag{1.6}
\end{equation*}
$$

where $x^{*}$ is the positive equilibrium of (1.1).

## 2. OSCILLATIONS OF NUMERICAL SOLUTIONS

In this section, we will apply the $\theta$-method to the simplified form of (1.1), then by analyzing the characteristic equation of the corresponding difference scheme we get the conditions under which the numerical solutions oscillate for two different ranges of parameter $\theta$.

At first, making the change of variable $x(t)=x^{*} e^{y(t)},(1.1)$ is reformulated as

$$
\begin{equation*}
\dot{y}(t)+\left(q c\left(x^{*}\right)^{q}-p b\left(x^{*}\right)^{p}\right) g(y(t-\tau))=0 \tag{2.1}
\end{equation*}
$$

where

$$
g(v)=\frac{c\left(x^{*}\right)^{q}\left(e^{q v}-1\right)-b\left(x^{*}\right)^{p}\left(e^{p v}-1\right)}{q c\left(x^{*}\right)^{q}-p b\left(x^{*}\right)^{p}}
$$

so the linearized form of (2.1) is

$$
\begin{equation*}
\dot{z}(t)+\left(c q\left(x^{*}\right)^{q}-b p\left(x^{*}\right)^{p}\right) z(t-\tau)=0 \tag{2.2}
\end{equation*}
$$

In the rest paper, we mainly investigate the conditions under which the numerical solution of (1.1) is oscillatory when (1.6) is satisfied. In this situation, the $\theta$-method preserves the oscillation of the analytic solution of (1.1). Therefore this numerical method is meaningful and available.

Let $h=\tau / m$ be a given stepsize with integer $m \in \mathbb{N}^{+}$. Application of the $\theta$-method to (2.1) gives

$$
\begin{align*}
y_{n+1}= & y_{n}-h \theta\left(q c\left(x^{*}\right)^{q}-p b\left(x^{*}\right)^{p}\right) g\left(y_{n+1-m}\right) \\
& -h(1-\theta)\left(q c\left(x^{*}\right)^{q}-p b\left(x^{*}\right)^{p}\right) g\left(y_{n-m}\right) \tag{2.3}
\end{align*}
$$

where $\theta \in[0,1], y_{n+1}$ and $y_{n+1-m}$ are approximations to $y(t)$ and $y(t-\tau)$ of (2.1) at $t_{n+1}$, respectively.

Let $y_{n}=\ln \left(x_{n} / x^{*}\right)$, we have the difference scheme for (1.1)

$$
\begin{align*}
x_{n+1}=x_{n} \exp \{ & \left\{\theta\left[c\left(\left(x^{*}\right)^{q}-x_{n+1-m}^{q}\right)+b\left(x_{n+1-m}^{p}-\left(x^{*}\right)^{p}\right)\right]\right.  \tag{2.4}\\
& \left.+h(1-\theta)\left[c\left(\left(x^{*}\right)^{q}-x_{n-m}^{q}\right)+b\left(x_{n-m}^{p}-\left(x^{*}\right)^{p}\right)\right]\right\}
\end{align*}
$$

Next, we consider whether the $\theta$-method preserves the oscillation of (1.1). Thus, we study the oscillation of (2.3) to get the conditions under which (2.4) oscillates.

On the other hand, using the $\theta$-method to (2.2) yields difference equation

$$
\begin{align*}
z_{n+1}= & z_{n}-h \theta\left(q c\left(x^{*}\right)^{q}-p b\left(x^{*}\right)^{p}\right) z_{n+1-m} \\
& -h(1-\theta)\left(q c\left(x^{*}\right)^{q}-p b\left(x^{*}\right)^{p}\right) z_{n-m} \tag{2.5}
\end{align*}
$$

which is exactly the linearized form of (2.3).
For simplicity, let $\alpha=q c\left(x^{*}\right)^{q}$ and $\beta=p b\left(x^{*}\right)^{p}$, then (1.6) and (2.5) reduces to the following simplified inequality

$$
\begin{equation*}
(\alpha-\beta) \tau>\frac{1}{e} \tag{2.6}
\end{equation*}
$$

and

$$
\begin{equation*}
z_{n+1}=z_{n}-h \theta(\alpha-\beta) z_{n+1-m}-h(1-\theta)(\alpha-\beta) z_{n-m}, \tag{2.7}
\end{equation*}
$$

respectively.
Lemma 2. The characteristic equation of (2.5) is given by

$$
\begin{equation*}
r=S\left(-h(\alpha-\beta) r^{-m}\right) \tag{2.8}
\end{equation*}
$$

Proof. Substituting $z_{n}=r^{n} z_{0}$ into (2.7), and according to the expression of the stability function of the $\theta$-method, we can get this proof.

The next lemma is for the first case of $\theta$ which is in the interval $[0,0.5]$.
Lemma 3. If (1.2) and (2.6) hold, then for $\theta \in[0,0.5]$, (2.8) has no positive roots.
Proof. We introduce $D(r)=r-S\left(-h(\alpha-\beta) r^{-m}\right)$. On the other hand, from Lemma 3 in [16] we have

$$
S\left(-h(\alpha-\beta) r^{-m}\right) \leq \exp \left(-h(\alpha-\beta) r^{-m}\right)
$$

In the following, we shall prove $E(r)=r-\exp \left(-h(\alpha-\beta) r^{-m}\right)>0$ for all $r>0$. We consider it by using the proof by contradiction. Suppose that there exists a $r_{0}>0$ such that $E\left(r_{0}\right) \leq 0$, then

$$
r_{0} \leq \exp \left(-h(\alpha-\beta) r_{0}^{-m}\right)
$$

hence

$$
r_{0}^{m} \leq \exp \left(-\tau(\alpha-\beta) r_{0}^{-m}\right),
$$

which, rearranging terms, writes also as

$$
\tau(\alpha-\beta) e \leq \tau(\alpha-\beta) r_{0}^{-m} \exp \left(1-\tau(\alpha-\beta) r_{0}^{-m}\right)
$$

We examine it in two cases:

- If $1-\tau(\alpha-\beta) r_{0}^{-m}=0$, then $\tau(\alpha-\beta) e \leq 1$, which contradicts to (2.6).
- If $1-\tau(\alpha-\beta) r_{0}^{-m} \neq 0$, by the fact $e^{x}<1 /(1-x)$ we have

$$
\exp \left(1-\tau(\alpha-\beta) r_{0}^{-m}\right)<\frac{1}{\tau(\alpha-\beta) r_{0}^{-m}}
$$

that is $\tau(\alpha-\beta) e \leq 1$, which also contradicts to (2.6).
Therefore, the following inequality is true for all $r>0$,

$$
D(r)=r-S\left(-h(\alpha-\beta) r^{-m}\right) \geq r-\exp \left(-h(\alpha-\beta) r^{-m}\right)=E(r)>0
$$

the proof is finished.
For the second case: $\theta \in(0.5,1]$, we might as well assume $m>1$.
Lemma 4. If (1.2) and (2.6) hold, then for $\theta \in(0.5,1]$, (2.8) has no positive roots for $h<h_{0}$, where

$$
h_{0}= \begin{cases}\infty, & (\alpha-\beta) \tau \geq 1  \tag{2.9}\\ \tau(1+\ln (\alpha-\beta)), & (\alpha-\beta) \tau<1\end{cases}
$$

Proof. We only to prove that $D(r)>0$. Note that, the function $S\left(-h(\alpha-\beta) r^{-m}\right)$ is increasing about $\theta$ if $r>0$, that is

$$
S\left(-h(\alpha-\beta) r^{-m}\right)=\frac{1-h(1-\theta)(\alpha-\beta) r^{-m}}{1+h \theta(\alpha-\beta) r^{-m}} \leq \frac{1}{1+h(\alpha-\beta) r^{-m}}
$$

Next, we are going to prove

$$
\begin{equation*}
r-\frac{1}{1+h(\alpha-\beta) r^{-m}}>0 \tag{2.10}
\end{equation*}
$$

holds conditionally. Rearranging terms on the left of (2.10) gives

$$
r-\frac{1}{1+h(\alpha-\beta) r^{-m}}=\frac{r^{1-m}}{1+h(\alpha-\beta) r^{-m}}\left(r^{m}-r^{m-1}+h(\alpha-\beta)\right)
$$

Denoting

$$
G(r)=r^{m}-r^{m-1}+h(\alpha-\beta),
$$

then $G(r)$ is the characteristic polynomial of the difference equation

$$
v_{n+1}-v_{n}+h(\alpha-\beta) v_{n+1-m}=0
$$

Next we aim to prove $G(r)>0$ for $r>0$. By means of Theorems 1 and 2, we know that $G(r)$ has no positive roots if and only if

$$
h(\alpha-\beta) \frac{m^{m}}{(m-1)^{m-1}}>1
$$

which can be restated as

$$
\begin{equation*}
\ln (\alpha-\beta) \tau+(m-1) \ln \frac{m}{m-1}>0 \tag{2.11}
\end{equation*}
$$

Therefore we have the following two cases:

- If $(\alpha-\beta) \tau \geq 1$, then (2.11) holds naturally for $m>1$;
- If $(\alpha-\beta) \tau<1$, in view of (2.9) as well as the fact $\ln (1+x)>x /(1+x)$ we know that (2.11) also holds.
Thus (2.10) is true for $h<h_{0}$. Then we arrive at

$$
D(r)=r-S\left(-h(\alpha-\beta) r^{-m}\right)>r-\frac{1}{1+h(\alpha+\beta) r^{-m}}>0
$$

which indicates that (2.8) has no positive roots. This proof is completed.
We therefore have the following theorem.
Theorem 3. If (1.2) and (2.6) hold, then (2.4) is oscillatory for

$$
h< \begin{cases}\infty & \text { if } \theta \in[0,0.5] \\ h_{0} & \text { if } \theta \in(0.5,1]\end{cases}
$$

where $h_{0}$ is defined by (2.9).

## 3. ASYMPTOTIC BEHAVIOR OF NON-OSCILLATORY SOLUTION

In this section, we study the asymptotic behavior of non-oscillatory numerical solution of (1.1). That is, we aim to prove that the non-oscillatory solution of (2.4) approaches the equilibrium point.

Lemma 5 ([12, Lemma 4]). Let $x(t)$ be a positive solution of (1.1) which does not oscillate about $x^{*}$, then $\lim _{t \rightarrow \infty} x(t)=x^{*}$.

Lemma 6. Let $y_{n}$ be a non-oscillatory solution of (2.3), then $\lim _{n \rightarrow \infty} y_{n}=0$.
Proof. Assume $y_{n}>0$ for $n$ sufficiently large. The case of $y_{n}<0$ is similar and be omitted. To begin with, we notice that

$$
0=a+b\left(x^{*}\right)^{p}-c\left(x^{*}\right)^{q}
$$

together with (1.2) which implies

$$
\begin{equation*}
\alpha-\beta=q c\left(x^{*}\right)^{q}-p b\left(x^{*}\right)^{p}>q\left(c\left(x^{*}\right)^{q}-b\left(x^{*}\right)^{p}\right)=q a>0 . \tag{3.1}
\end{equation*}
$$

From (2.3) we have

$$
\begin{equation*}
y_{n+1}-y_{n}=-h \theta(\alpha-\beta) g\left(y_{n+1-m}\right)-h(1-\theta)(\alpha-\beta) g\left(y_{n-m}\right)<0, \tag{3.2}
\end{equation*}
$$

then $\left\{y_{n}\right\}$ is decreasing. Hence there is a $\zeta>0$ such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} y_{n}=\zeta \tag{3.3}
\end{equation*}
$$

In order to prove that $\zeta=0$, in contrast we assume $\zeta>0$, then there exists $\widetilde{N} \in \mathbb{N}^{+}$ and any given $\varepsilon>0$, such that for $n-m>\widetilde{N}, 0<\zeta-\varepsilon<y_{n}<\zeta+\varepsilon$. So $y_{n-m}>\zeta-\varepsilon$ and $y_{n+1-m}>\zeta-\varepsilon$. Thus (3.2) gives

$$
\begin{aligned}
y_{n+1}-y_{n} & =-h \theta(\alpha-\beta) g\left(y_{n+1-m}\right)-h(1-\theta)(\alpha-\beta) g\left(y_{n-m}\right) \\
& <-h \theta(\alpha-\beta) g(\zeta-\varepsilon)-h(1-\theta)(\alpha-\beta) g(\zeta-\varepsilon) \\
& =-h(\alpha-\beta) g(\zeta-\varepsilon)<0,
\end{aligned}
$$

results in $y_{n+1}-y_{n}<H<0$, where

$$
H=h\left(b\left(x^{*}\right)^{p}\left(e^{p(\zeta-\varepsilon)}-1\right)-c\left(x^{*}\right)^{q}\left(e^{q(\zeta-\varepsilon)}-1\right)\right) .
$$

Thus $y_{n} \rightarrow-\infty$ as $n \rightarrow \infty$, which contradicts to (3.3). The proof is complete.
Based on Lemma 6, we obtain the following theorem.
Theorem 4. Let $x_{n}$ be a positive solution of (2.4), which does not oscillate about $x^{*}$, then $\lim _{n \rightarrow \infty} x_{n}=x^{*}$.

## 4. The forward Euler method and the backward Euler method

In this section, we shall carry out the analysis of oscillation and non-oscillation of (1.1) in the case of discretization by the forward Euler method and the backward Euler method. The results for the numerical oscillation and the asymptotic behavior will be given in detail.

### 4.1. The forward Euler method

Let $h=\tau / m$ be a given stepsize with $m \in \mathbb{N}^{+}$. Apply the forward Euler method to (2.1) and (2.2) gives

$$
\begin{equation*}
y_{n+1}=y_{n}-h\left(q c\left(x^{*}\right)^{q}-p b\left(x^{*}\right)^{p}\right) g\left(y_{n-m}\right) \tag{4.1}
\end{equation*}
$$

and

$$
\begin{equation*}
z_{n+1}=z_{n}-h\left(q c\left(x^{*}\right)^{q}-p b\left(x^{*}\right)^{p}\right) z_{n-m}, \tag{4.2}
\end{equation*}
$$

respectively.
Let $y_{n}=\ln \left(x_{n} / x^{*}\right)$ in (4.1), we have the discrete scheme for (1.1)

$$
\begin{equation*}
x_{n+1}=x_{n} \exp \left\{h\left[c\left(\left(x^{*}\right)^{q}-x_{n-m}^{q}\right)+b\left(x_{n-m}^{p}-\left(x^{*}\right)^{p}\right)\right]\right\} . \tag{4.3}
\end{equation*}
$$

Lemma 7. If (1.2) and (2.6) hold, then the characteristic equation of (4.2) has no positive roots.

Proof. Set $z_{n}=r^{n} z_{0}$ in (4.2), we get the characteristic equation of (4.2) as follows

$$
\begin{equation*}
r=1-h(\alpha-\beta) r^{-m} . \tag{4.4}
\end{equation*}
$$

Denoting

$$
F(r)=r-\left(1-h(\alpha-\beta) r^{-m}\right),
$$

next we will discuss in two cases.
(i) When $r \geq 1$, from (3.1) we know that $F(r)>0$, so (4.4) has no positive roots in $[1,+\infty)$.
(ii) When $0<r<1$, in view of $1+x<e^{x}$ for all $x>0$, we get

$$
1-h(\alpha-\beta) r^{-m}<e^{-h(\alpha-\beta) r^{-m}}
$$

then

$$
F(r)=r-\left(1-h(\alpha-\beta) r^{-m}\right)>r-e^{-h(\alpha-\beta) r^{-m}}
$$

in order to prove $F(r)>0$, we only need to prove $r>e^{-h(\alpha-\beta) r^{-m}}$, that is

$$
\ln r>-h(\alpha-\beta) r^{-m}
$$

Set

$$
\Gamma(r)=\ln r+h(\alpha-\beta) r^{-m}
$$

from

$$
\frac{d \Gamma}{d r}=\frac{r^{m}-\tau(\alpha-\beta)}{r^{m+1}}=0
$$

we have

$$
r=(\tau(\alpha-\beta))^{\frac{1}{m}}
$$

So it is easy to know that

$$
\min _{0<r<1} \Gamma(r)=\Gamma\left((\tau(\alpha-\beta))^{\frac{1}{m}}\right)=\frac{1+\ln (\tau(\alpha-\beta))}{m}
$$

in terms of (2.6) we have $\Gamma(r)>0$ for $0<r<1$, thus $F(r)>0$ for $0<r<1$. So (4.4) has no positive roots in $(0,1)$. The proof is finished.

Theorem 5. If (1.2) and (2.6) hold, then (4.3) is oscillatory for any $h>0$.
Similar to Lemma 6 and Theorem 4 we have the following theorem.
Theorem 6. Let $x_{n}$ be a positive solution of (4.3), which does not oscillate about $x^{*}$, then $\lim _{n \rightarrow \infty} x_{n}=x^{*}$.

### 4.2. The backward Euler method

Using the similar technique in Section 4.1, we obtain the corresponding results for the backward Euler method.

Let $h=\tau / m\left(m \in \mathbb{N}^{+}\right)$, apply the backward Euler method to (2.1) and (2.2) gives

$$
\begin{equation*}
y_{n+1}=y_{n}-h\left(q c\left(x^{*}\right)^{q}-p b\left(x^{*}\right)^{p}\right) g\left(y_{n+1-m}\right) \tag{4.5}
\end{equation*}
$$

and

$$
\begin{equation*}
z_{n+1}=z_{n}-h\left(q c\left(x^{*}\right)^{q}-p b\left(x^{*}\right)^{p}\right) z_{n+1-m} \tag{4.6}
\end{equation*}
$$

respectively.
Let $y_{n}=\ln \left(x_{n} / x^{*}\right)$ in (4.5), we have the discrete scheme for (1.1)

$$
\begin{equation*}
x_{n+1}=x_{n} \exp \left\{h\left[c\left(\left(x^{*}\right)^{q}-x_{n+1-m}^{q}\right)+b\left(x_{n+1-m}^{p}-\left(x^{*}\right)^{p}\right)\right]\right\} \tag{4.7}
\end{equation*}
$$

Lemma 8. If (1.2) and (2.6) hold, then the characteristic equation of (4.6) has no positive roots for $h<\bar{h}$, here

$$
\begin{equation*}
\bar{h}=\tau-\frac{1}{(\alpha-\beta) e} \tag{4.8}
\end{equation*}
$$

Theorem 7. If (1.2) and (2.6) hold, then (4.7) is oscillatory for $h<\bar{h}$, here $\bar{h}$ is defined in (4.8).

Theorem 8. Let $x_{n}$ be a positive solution of (4.7), which does not oscillate about $x^{*}$, then $\lim _{n \rightarrow \infty} x_{n}=x^{*}$.

## 5. NUMERICAL EXPERIMENTS

In this section, we present some examples to verify the above theoretical results. First of all, we consider the equation

$$
\begin{equation*}
\dot{x}(t)=x(t)\left(3-10 x(t-0.27)-10 x^{2}(t-0.27)\right), \quad t \geq 0 \tag{5.1}
\end{equation*}
$$

with initial condition $\varphi(t)=1$ for $-0.27 \leq t \leq 0$. Since $a=3, b=-10, c=10$, $p=1, q=2$ and $\tau=0.27$, then we compute that $x^{*} \approx 0.2416$ and $1 / e<(\alpha-\beta) \tau \approx$ $0.9676<1$, so (2.6) is satisfied, which indicates the analytic solution of (5.1) is oscillatory. From Theorem 3 we know that the numerical solution of (5.1) should be oscillatory if we choose $\theta=0.4 \in[0,0.5], m=5$ and $h=\tau / m=0.0540<\infty$. At the same time, the numerical solution of (5.1) should also be oscillatory if we choose $\theta=0.7 \in(0.5,1], m=7$ and $h=\tau / m \approx 0.0385<h_{0}=\tau(1+\ln (\alpha-\beta)) \approx 0.6146$. We draw the figures of the analytic solution and numerical solution of (5.1) in each of Figures 1 and 2 with the parameters mentioned above. From these figures we can


Figure 1. The analytic solution and the numerical solution of (5.1) with $m=5$ and $\theta=0.4$.


Figure 2. The analytic solution and the numerical solution of (5.1) with $m=7$ and $\theta=0.7$.
see that the numerical solution of (5.1) oscillates about $x^{*}$. That is, the numerical phenomena are consistent with Theorem 3.

Secondly, for another equation

$$
\begin{equation*}
\dot{x}(t)=x(t)\left(\frac{1}{11}+2 x(t-2)-7 x^{2}(t-2)\right), \quad t \geq 0 \tag{5.2}
\end{equation*}
$$

with initial condition $\varphi(t)=0.5$ for $-2 \leq t \leq 0$. It is easy to get that $x^{*} \approx 0.3256$ and $1 / e<1<(\alpha-\beta) \tau \approx 1.6660$, so (2.6) holds, then the analytic solution of (5.2) is oscillatory. We set $\theta=0.5 \in[0,0.5], m=10, h=0.2<\infty$ in Figure 3 and $\theta=$ $0.55 \in(0.5,1], m=20, h=0.1<h_{0}=\infty$ in Figure 4, respectively. From the two


Figure 3. The analytic solution and the numerical solution of (5.2) with $m=10$ and $\theta=0.5$.


Figure 4. The analytic solution and the numerical solution of (5.2) with $m=20$ and $\theta=0.55$.
figures we see that the numerical solution of (5.2) oscillates about $x^{*}$, which are in agreement with Theorem 3.

Thirdly, we give an example to verify the asymptotic behavior. Consider the following equation

$$
\begin{equation*}
\dot{x}(t)=x(t)\left(\frac{1}{13}+\frac{1}{7} x(t-0.5)-\frac{1}{5} x^{2}(t-0.5)\right), \quad t \geq 0 \tag{5.3}
\end{equation*}
$$

with initial condition $\varphi(t)=2$ for $-0.5 \leq t \leq 0$. So we have $x^{*} \approx 1.0728$ and $(\alpha-\beta) \tau \approx 0.1536<1 / e$, then (2.6) is not fulfilled. Thus the analytic solution of (5.3) is non-oscillatory. In Figure 5 we draw the figures of the analytic solution and


Figure 5. The analytic solution and the numerical solution of (5.3) with $m=5$ and $\theta=0.4$.
the numerical solution of (5.3) with $\theta=0.4, m=5$. We can see that $x(t) \rightarrow x^{*}$ as $t \rightarrow \infty$ and $x_{n} \rightarrow x^{*}$ as $n \rightarrow \infty$. The numerical results are identical with Theorem 4.

Finally, for the following four equations

$$
\begin{align*}
& \dot{x}(t)=x(t)\left(0.5-13 x^{2}(t-1.2)-5 x^{5}(t-1.2)\right), \quad t \geq 0 \\
& \varphi(t)=\frac{1}{3}, \quad-1.2 \leq t \leq 0  \tag{5.4}\\
& \dot{x}(t)=x(t)\left(\frac{4}{21}-x^{3}(t-0.6)-\frac{1}{13} x^{7}(t-0.6)\right), \quad t \geq 0,  \tag{5.5}\\
& \varphi(t)=0.4, \quad-0.6 \leq t \leq 0 \\
& \dot{x}(t)=x(t)\left(0.25-2 x^{2}(t-2.2)-13 x^{9}(t-2.2)\right), \quad t \geq 0,  \tag{5.6}\\
& \varphi(t)=0.6, \quad-2.2 \leq t \leq 0, \\
& \dot{x}(t)=x(t)\left(\frac{1}{17}-4 x^{5}(t-0.7)-18 x^{8}(t-0.7)\right), \quad t \geq 0  \tag{5.7}\\
& \varphi(t)=0.12, \quad-0.7 \leq t \leq 0
\end{align*}
$$

we can verify Theorems 5 and 6 for the forward Euler method with (5.4) and (5.5) (see Figures 6, 7), Theorems 7 and 8 for the backward Euler method with (5.6) and (5.7) (see Figures 8, 9) in the similar way.


Figure 6. The analytic solution and the forward Euler numerical solution of (5.4) with $m=20$.

From all these figures we can see that the numerical methods inherit the corresponding oscillation and asymptotic property of the above equations.


Figure 7. The analytic solution and the forward Euler numerical solution of (5.5) with $m=10$.


Figure 8. The analytic solution and the backward Euler numerical solution of (5.6) with $m=35$.

## 6. CONCLUSION

In this paper, we investigate the oscillation and the asymptotic behavior of the numerical solution of nonlinear generalized delay single species population model with three kinds of numerical methods: the $\theta$-method, the forward Euler method and the


Figure 9. The analytic solution and the backward Euler numerical solution of (5.7) with $m=14$.
backward Euler method. Under the condition that the analytic solution is oscillatory, several conditions under which the numerical solution oscillates are obtained. Furthermore, we confirmed that the non-oscillatory numerical solution approaches to the steady state of the equation. In our future work, we will consider the higher order numerical method, fractional order problem and variable exponents problem including the equation $\dot{x}(t)=x(t)\left(a+b x^{p(x)}(t-\tau)-c x^{q(x)}(t-\tau)\right)$.

## Acknowledgment

The authors are grateful to the editors and the reviewers for their careful reading and useful comments.

## References

[1] R. Agarwal, S. Gala, and M. Ragusa, "A regularity criterion in weak spaces to Boussinesq equations." Mathematics, vol. 8, no. 6, p. 920, 2020, doi: 10.3390/math8060920.
[2] R. Agarwal, S. Grace, and D. O'Regan, Oscillation theory for difference and functional differential equations. Dordrecht: Springer, 2000. doi: 10.1007/978-94-015-9401-1.
[3] L. Boullu, M. Adimy, F. Crauste, and L. Pujo-Menjouet, "Oscillations and asymptotic convergence for a delay differential equation modeling platelet production." Discrete Cont. Dyn., vol. 24, no. 6, pp. 2417-2442, 2019, doi: 10.3934/dcdsb. 2018259.
[4] R. Chen and X. Li, "Positive periodic solutions for multiparameter nonlinear differential systems with delays." J. Inequal. Appl., vol. 2020, p. 24, 2020, doi: 10.1186/s13660-020-2294-1.
[5] Y. Chen, "Periodic solutions of a delayed, periodic logistic equation." Appl. Math. Lett., vol. 16, pp. 1047-1051, 2003, doi: 10.1016/S0893-9659(03)90093-0.
[6] E. Elabbasy, S. Saker, and H. El-Metwally, "Oscillation and stability of nonlinear discrete models exhibiting the Allee effect." Math. Slovaca, vol. 57, no. 3, pp. 243-258, 2007, doi: 10.2478/s12175-007-0020-9.
[7] T. Erneux, Applied delay differential equations. New York: Springer, 2009. doi: 10.1007/978-0-387-74372-1.
[8] K. Gopalsamy, Stability and oscillations in delay differential equations of populations dynamics. Dordrecht: Kluwer Academic, 1992. doi: 10.1007/978-94-015-7920-9.
[9] K. Gopalsamy and G. Ladas, "On the oscillation and asymptotic behavior of $\dot{N}(t)=$ $N(t)\left[a+b N(t-\tau)-c N^{2}(t-\tau)\right]$." Q. Appl. Math., vol. 48, no. 3, pp. 433-440, 1990, doi: 10.1090/qam/1074958.
[10] I. Györi and G. Ladas, Oscillation theory of delay differential equations with applications. Oxford: Clarendon Press, 1991.
[11] I. Kubiaczyk and S. Saker, "Oscillation and stability in nonlinear delay differential equations of population dynamics." Math. Comput. Model., vol. 35, no. 3-4, pp. 295-301, 2002, doi: 10.1016/S0895-7177(01)00166-2.
[12] G. Ladas and C. Qian, "Oscillation and global stability in a delay logistic equation." Dynam. Stabil. Syst., vol. 9, no. 2, pp. 153-162, 1994, doi: 10.1080/02681119408806174.
[13] O. Moaaz, "Oscillatory behavior of solutions of odd-order nonlinear delay differential equations." Adv. Differ. Equ., vol. 357, 2020, doi: 10.1186/s13662-020-02821-8.
[14] M. Ragusa and A. Tachikawa, "Partial regularity of the minimizers of quadratic functionals with VMO coefficients." J. London Math. Soc., vol. 72, no. 3, pp. 609-620, 2005, doi: 10.1112/S002461070500699X.
[15] H. Smith, An introduction to delay differential equations with applications to the life sciences. New York: Springer, 2011. doi: 10.1007/978-1-4419-7646-8.
[16] M. Song, Z. Yang, and M. Liu, "Stability of $\theta$-methods for advanced differential equations with piecewise continuous arguments." Comput. Math. Appl., vol. 49, pp. 1295-1301, 2005, doi: 10.1016/j.camwa.2005.02.002.
[17] M. Uddin and M. Taufiq, "On the local transformed based method for partial integro-differential equations of fractional order." Miskolc Math. Notes, vol. 21, no. 1, pp. 435-449, 2020, doi: 10.18514/MMN.2020.3125.
[18] Q. Wang, "Numerical oscillation of neutral logistic delay differential equation." Appl. Math. Comput., vol. 258, pp. 49-59, 2015, doi: 10.1016/j.amc.2015.01.113.
[19] Q. Wang, "Oscillation analysis of $\theta$-methods for the Nicholson's blowflies model." Math. Method. Appl. Sci., vol. 39, no. 4, pp. 941-948, 2016, doi: 10.1002/mma. 3534.
[20] Y. Wang and J. Gao, "Oscillation analysis of numerical solutions for delay differential equations with real coefficients." J. Comput. Appl. Math., vol. 337, pp. 73-86, 2018, doi: 10.1016/j.cam.2018.01.003.
[21] K. Watt, Ecology and resource management. New York: McGraw-Hill, 1968.
[22] J. Yan and Q. Feng, "Global attractivity and oscillation in a nonlinear delay equation." Nonlinear Anal., vol. 43, no. 1, pp. 101-108, 2001, doi: 10.1016/S0362-546X(99)00182-0.
[23] J. Yan, A. Zhao, and W. Yan, "Existence and global attractivity of periodic solution for an impulsive delay differential equation with Allee effect." J. Math. Anal. Appl., vol. 309, pp. 489-504, 2005, doi: 10.1016/j.jmaa.2004.09.038.
[24] A. Zada, W. Ali, and C. Park, "Ulam's type stability of higher order nonlinear delay differential equations via integral inequality of Grönwall-Bellman-Bihari's type." Appl. Math. Comput., vol. 350, pp. 60-65, 2019, doi: 10.1016/j.amc.2019.01.014.
[25] X. Zhuang, Q. Wang, and J. Wen, "Numerical dynamics of nonstandard finite difference method for nonlinear delay differential equation." Int. J. Bifurcat. Chaos, vol. 28, no. 11, 2018, doi: 10.1142/S021812741850133X.

Authors' addresses
Qi Wang
(Corresponding author) Guangdong University of Technology, School of Mathematics and Statistics, Guangzhou, China

E-mail address: bmwzwq@126.com
Qian Yang
Guangdong University of Technology, School of Mathematics and Statistics, Guangzhou, China
E-mail address: 727445149@qq.com

