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Abstract. We have built a constructive method for investigation approximate solution of nonlin-
ear characteristic initial value problem with prehistory and suggested the one algorithm acceler-
ation convergence of consequent approximation, established sufficient condition of subsistence
the unique regular solution of the investigated problem and its equality.
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1. INTRODUCTION

In examining the process of different nature (gas sorption, drying by the air flow,
pipes heating by a stream of hot water, etc.) there are cases, when in relevant mathe-
matical models (problems) not all output data (boundary or initial condition) are
known, thus they need to be found through the solution some auxiliary problems,
which are mathematical models of processes that proceed to research.

These problems should be named as problems with prehistory. This work is ded-
icated to investigation of the such problem.

2. PROBLEM SETTINGS AND REASONING

Let in phases space xOt there is specified domain D = D1 ∪D2, where

D1 = {(x, t) |x ∈ (x0,x1] , t ∈ (g(x), t1]} ,
D2 = {(x, t) |x ∈ (x0,x1] , t ∈ (t1, t2]} ,

and t = g(x)⇐⇒ x = κ(t) — ”free” curve and g′(x)> 0, ti = g(xi), i = 0,1,
0 ≤ x0 < x1, 0 ≤ t0 < t1 < t2.

Problem settings [1]: in the function space C∗(D2) = C(1.1)(D2)∩C(D2) to find
the solution of non-linear differential equation,

D(1.1)U(x, t) = f
(

x, t,U(x, t),D(0.1)U(x, t)
)

:= f [U(x, t)] , (2.1)
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which satisfies the conditions

U(x0, t) = ϕ(t), t ∈ [t1, t2] , (2.2)

U(x, t1) =V (x, t1), x ∈ [x0,x1] ,

where V (x, t) ∈C∗(D1) is the solution the Darboux problem [8]

D(1.1)V (x, t)+a1(x, t)D(1.0)V (x, t)+a2(x, t)D(0.1)V (x, t)

= ω(x, t,V (x, t)) := ω [V (x, t)] , (2.3)

V (x0, t) = µ(t), t ∈ (g(x), t1] ,

V (x,g(x)) = ψ(x), x ∈ (x0,x1] , (2.4)

and the appropriate condition of consistency is true

ϕ(t1) = µ(t1), ψ(x0) = µ(t0). (2.5)

Under the following conditions, we consider, that f [U(x, t)]∈C(B2), f : B2 −→R,
B2 ⊂ R4, ΠpxOtB2 = D2, ω [V (x, t)] ∈C(B1), ω : B1 −→ R, B1 ⊂ R3, ΠpxOtB1 =

= D1, a1(x, t) ∈C(1.0)(D1), a2(x, t) ∈C(0.1)(D1), and the given functions are
ϕ(t) ∈C1[t1, t2], µ(t) ∈C1[t0, t1], ψ(x) ∈C1[x0,x1].

It’s easy to make sure in the equity of the following.

Lemma 1. Let f [U(x, t)] ∈C(B2), ω [V (x, t)] ∈C(B1), a1(x, t) ∈C(1.0)(D1),
a2(x, t) ∈C(0.1)(D1) and the condition has been fulfilled.

D(1.0)a1(x, t) = D(0.1)a2(x, t), (x, t) ∈ D1. (2.6)

Thus, boundary value problem (2.1)–(2.5) can be represented in equivalent integ-
ral form [7]

Us(x, t) = Φs(x, t)+ εsT1,s f1 [U1(ξ,η)] (2.7)

+Ts fs [Us(ξ,η)] ,(x, t) ∈ Ds, s = 1,2,

where

εs =

{
0, for s = 1,
1, for s = 2,

and

Φ1(x, t) := µ(t)exp

 x0∫
x

a2(ξ, t)dξ

+[ψ(x)

−µ(g(x))exp

 x0∫
x

a2(ξ,g(x))dξ

exp

 g(x)∫
t

a1(x,η)dη

 ,
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Φ2(x, t) := ϕ(t)+µ(t1)

exp

 x0∫
x

a2(ξ, t1)dξ

−1

+[ψ(x)

−µ(g(x))exp

 x0∫
x

a2(ξ,g(x))dξ

exp

 g(x)∫
t1

a1(x,η)dη

 ,

T1 f1 [U1(ξ,η)] :=
x∫

x0

t∫
g(x)

K(x, t;ξ,η) f1 [U1(ξ,η)]dηdξ

U1(t,x) :=V (t,x),K(x, t;ξ,η) := exp

 η∫
t

a1(ξ,τ)dτ+

ξ∫
x

a2(ζ, t)dζ

 ,

f1 [U1(x, t)] := ω [U1(x, t)]+
[
D(0.1)a2(x, t)+a1(x, t)a2(x, t)

]
U1(x, t),

U2(x, t) :=U(x, t), f2 [U2(x, t)] := f [U(x, t)] ,

T2 f2 [U2(ξ,η)] :=
t∫

t1

x∫
x0

f2 [U2(ξ,η)]dξdη,

T1,2 f1 [U1(ξ,η)] :=
x∫

x0

t1∫
g(x)

K(x, t1;ξ,η) f1 [U1(ξ,η)]dηdξ

.

3. CONSTRUCTION INVESTIGATION METHOD AND APPROXIMATE SOLUTION
FOR SYSTEM (2.7)

Let‘s set the sufficient condition of existence and one way solution for integral
equation systems (2.7) and make up the method of their approximate solution.

For this effect let‘s introduce the space of function C1(Bs).

Definition 1. Supposing that, functions fs [Us(x, t)] ∈ C1(Bs), if they satisfy fol-
lowing condition [3, 5]:

(1) fs [Us(x, t)] ∈C(Bs), s = 1,2;
(2) in the space of function C(B1,s), B1,s ⊂R2+2s, ΠpxOtB1,s = Ds,s = 1,2, there

exist functions

H1(x, t,V1(x, t);Z1(x, t)) := H1[V1(x, t);Z1(x, t)],

H2(x, t,V2(x, t),D(0.1)V2(x, t);Z2(x, t),D(0.1)Z2(x, t)) := H2[V2(x, t);Z2(x, t)],

such as
(a) Hs[Us(x, t);Us(x, t)]≡ fs [Us(x, t)], (x, t) ∈ Ds, s = 1,2,
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(b) for any continuously differential pair of functions Vs(x, t),
Zs(x, t) ∈ B1,s, which satisfy conditions

Vs(x, t)≥ Zs(x, t),D(0.1)V2(x, t)≥ D(0.1)Z2(x, t),

(x, t) ∈ Ds, in B1,s the inequality

Hs[Vs(x, t);Zs(x, t)]≥ Hs[Zs(x, t);Vs(x, t)],(x, t) ∈ Ds, (3.1)

is proven;
(3) the functions Hs[Vs(x, t);Zs(x, t)] in B1,s satisfy the Lipschitz condition, i.e.

for any functions Vs,κ(x, t),Zs,κ(x, t) ∈ B1,s,κ = 1,2, from C(0.1)(Ds) space
the conditions

|H1[V1,1(x, t);V1,2(x, t)] −H1[Z1,1(x, t);Z1,2(x, t)]|
≤ L1 (|W1,1(x, t)|+ |W1,2(x, t)|) ,

|H2[V2,1(x, t);V2,2(x, t)] − H2[Z2,1(x, t);Z2,2(x, t)]|

≤ L2

(
|W2,1(x, t)|+ |W2,2(x, t)|+

∣∣∣D(0.1)W2,1(x, t)
∣∣∣

+
∣∣∣D(0.1)W2,2(x, t)

∣∣∣) ,
are preserved, where Ls is the Lipschitz constant and

Ws,κ(x, t) =Vs,κ(x, t)−Zs,κ(x, t), κ,s = 1,2.

Note, that if functions fs [Us(x, t)] ∈ C(Bs) and have in the domain Bs first order
partial derivatives, then they always belong to space C1(Bs). The opposite statement
is not true.

Let functions Z1,p(x, t),V1,p(x, t) ∈C(D1),Z2,p(x, t),V2,p(x, t) ∈C∗(D2), belong to
the domain B1,s,s = 1,2, p ∈ N0 := N∪{0}.

We will introduce the following:

f p
s (x, t) := Hs [Zs,p(x, t);Vs,p(x, t)] ,

fs,p(x, t) := Hs [Vs,p(x, t);Zs,p(x, t)] ,

αs,p(x, t) := Zs,p(x, t)−Φs,p(x, t)− εsT1,s f p
1 (ξ,η)−Ts f p

s (ξ,η),

βs,p(x, t) :=Vs,p(x, t)−Φs,p(x, t)− εsT1,s f1,p(ξ,η)−Ts fs,p(ξ,η), (3.2)

Ws,p(x, t) = Zs,p(x, t)−Vs,p(x, t),(x, t) ∈ Ds,s = 1,2, p ∈ N0.

Let‘s build the sequences of functions {Zs,p(x, t)} ,{Vs,p(x, t)} according to [4, 6]

Zs,p+1(x, t) = Φs(x, t)+ εsT1,s f p
1 (ξ,η)+Ts f p

s (ξ,η),

Vs,p+1(x, t) = Φs(x, t)+ εsT1,s f1,p(ξ,η)+Ts fs,p(ξ,η), (3.3)

(x, t) ∈ Ds,s = 1,2, p ∈ N0,
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where zero approximation Zs,0(x, t),Vs,0(x, t) ∈ B1,s could be considered as arbitrary
functions from C(D1),C∗(D2), which satisfies conditions (2.4), (2.5), (2.2) and the
inequalities

Ws,0(x, t)≥ 0, D0.1W2,0(x, t)≥ 0, αs,0(x, t)≥ 0, βs,0(x, t)≤ 0,

D(0.1)
α2,0(x, t)≥ 0, D(0.1)

β2,0(x, t)≤ 0, (3.4)

(x, t) ∈ Ds,s = 1,2.

Definition 2. The functions Z1,0(x, t), V1,0(x, t) ∈C(D1), Z2,0(x, t), V2,0(x, t) ∈
C∗(D2), of the domain B1,s, s = 1,2, and satisfy the conditions (2.4), (2.5), (2.2) and
inequalities (3.4), could be called the comparison function of the problem (2.1)–(2.5)
[7].

From (3.2), (3.3) the validity of the following equations follows:

Zs,p(x, t)−Zs,p+1(x, t) = αs,p(x, t),

Vs,p(x, t)−Vs,p+1(x, t) = βs,p(x, t), (3.5)

Ws,p+1(x, t) = εsT1,s
(

f p
1 (ξ,η)− f1,p(ξ,η)

)
+Ts ( f p

s (ξ,η)− fs,p(ξ,η)) ,

αs,p+1(x, t) = εsT1,s

(
f p
1 (ξ,η)− f p+1

1 (ξ,η)
)
+Ts

(
f p
s (ξ,η)− f p+1

s (ξ,η)
)
,

βs,p+1(x, t) = εsT1,s ( f1,p(ξ,η)− f1,p+1(ξ,η))+Ts ( fs,p(ξ,η)− fs,p+1(ξ,η)) ,

(x, t) ∈ Ds,s = 1,2, p ∈ N0

From the last equations considering the conditions (3.1), (3.4), by the method of
mathematical induction, we have confirmed that following inequalities are true

αs,p(x, t)≥ 0, βs,p(x, t)≤ 0,

D(0,1)
α2,p(x, t)≥ 0, D(0,1)

β2,p(x, t)≤ 0,

D(0,κ−1)Vs,p(x, t)≤ D(0,κ−1)Vs,p+1(x, t)≤ D(0,κ−1)Zs,p+1(x, t)

≤ D(0,κ−1)Zs,p(x, t), (3.6)

for all p ∈ N0 and (x, t) ∈ Ds, s = 1,2 (κ = 1 in s = 1 and κ = 1,2 in s = 2)
The following lemma takes place

Theorem 1. Let the functions fs [Us(x, t)]∈C1(Bs),a1(x, t)∈C(1.0)(D1),a2(x, t)∈
C(0.1)(D1) and the condition (2.6) holds, and for the domain B1,s,s = 1,2 there exist
comparison functions Zs,0(x, t) and Vs,0(x, t) of the problem (2.1)–(2.5).

Then for any p ∈ N and s = 1,2 functions Zs,p(x, t) and Vs,p(x, t), which had been
built according to (3.3), the inequalities (3.6) are true in the domain Ds.

Let show that the built this way sequence of functions {Zs,p(x, t)} and {Vs,p(x, t)}
converge uniformly at (x, t) ∈ Ds to the unique regular solution of problem (2.1)–
(2.5).
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Because of inequalities (3.6) at (x, t) ∈ Ds in order to

lim
p−→∞

Zs,p(x, t) = lim
p−→∞

Vs,p(x, t)

it is enough to show, that lim
p−→∞

Ws,p(x, t) = 0.

Let

sup
D1×D1

K(x, t;ξ,η)≤ K,max
s

[
sup
Ds

|Ws,0(x, t)| ,sup
D2

∣∣∣D(0.1)W2,0(x, t)
∣∣∣]≤ d,

sup
D

[1,x− x0 + t − t0] = l,max(2KL1,4L2) = L.

Indeed: from (3.5), by the method of mathematical induction, we insure that the
estimates are true

max
S

{
sup
Ds

Ws,p(x, t),sup
D2

|W2,pt (x, t)|

}
≤

[Ll(t − t0 + x− x0)]
p

p!
d, p ∈ N. (3.7)

From the estimates (3.7) follows, that

lim
p−→∞

Ws,p(x, t) = 0, lim
p−→∞

D(0.1)W2,p(x, t) = 0,

that

Us(x, t) := lim
p−→∞

Zs,p(x, t) = lim
p−→∞

Vs,p(x, t),(x, t) ∈ Ds,s = 1,2,

γ(x, t) := lim
p−→∞

D(0.1)Z2,p(x, t) = lim
p−→∞

D(0.1)V2,p(x, t),(x, t) ∈ D2.

Is not difficult to make sure that γ(x, t) = D(0.1)U2(x, t), for it in (3.3) it would be
enough to go the limit for p −→ ∞ and differentiate the obtained result in t under
s = 2. After that the limit functions Us(x, t) are the solutions of the system integral
equations (2.7) and under (x, t) ∈ Ds,s = 1,2, and so the boundary-value problem
(2.1)–(2.5).

Theorem 2. Let the condition of Theorem 1 to be true. Then, the sequences of
functions {Zs,p(x, t)} and {Vs,p(x, t)}, have been built according to (3.3), (3.4):

(1) uniformly convergence to the unique solution of the corresponding integral
equation in system (2.7) for (x, t) ∈ Ds, s = 1,2;

(2) the true estimates (3.7);
(3) in Bs,1 the inequalities hold

D(0.κ−1)Vs,p(x, t)≤ D(0.κ−1)Vs,p+1(x, t)≤ D(0.κ−1)Us(x, t) (3.8)

≤ D(0.κ−1)Zs,p+1(x, t)≤ D(0.κ−1)Zs,p(x, t),

(x, t) ∈ Ds,s = 1,2,
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κ =

{
1,s = 1,
1,2,s = 2,

(3.9)

for all p ∈ N0, where Us(x, t) – is the unique solution of the corresponding
integral equation in (2.7) for (x, t) ∈ Ds,s = 1,2.

The uniqueness of the integral equations system solution (2.7) for (x, t) ∈ Ds, s =
1,2, and appropriateness of inequalities (3.8) have been proved from the opposite.

Corollary 1. Let the conditions of Theorem 1 to be hold. Then in the domain D
there exist a unique regular solution of the boundary-value problem (2.1)–(2.5) and
for it the inequalities (3.8) are true.

Corollary 2. Let the conditions of Theorem 1 to be hold, µ(t) = ψ(x) = 0, t ∈
[g(x), t1], x ∈ [x0,x1], ϕ(t) = 0, t ∈ [t1, t2], in particular fs [Us(x, t)] = Hs[Us(x, t);0],
(x, t) ∈ Ds,s = 1,2.

Then, if fs [0]≤ (≥)0 in the domain Bs,s = 1,2, the solution of the boundary-value
problem (2.1)–(2.5) for (x, t) ∈ Ds, s = 1,2 satisfies the inequalities [7]

Us(x, t)≤ (≥)0,(x, t) ∈ Ds,s = 1,2.

4. ACCELERATION CONVERGENCE OF THE METHOD (3.3), (3.4)

Let‘s show one approach of acceleration convergence iteration method (3.3), (3.4).
With this aim let‘s build sequence of functions Zs,p(x, t), Vs,p(x, t) according to

[2, 7]

Zs,p+1(x, t) = Φs(x, t)+ εsT1,s f p
1(ξ,η)+Ts f p

s (ξ,η),

Vs,p+1(x, t) = Φs(x, t)+ εsT1,s f 1,p(ξ,η)+Ts f s,p(ξ,η),(x, t) ∈ Ds,s = 1,2, p ∈ N0,
(4.1)

where

f p
s (x, t) := Hs

[
Zs,p(x, t);V s,p(x, t)

]
,

f s,p(x, t) := Hs
[
V s,p(x, t);Zs,p(x, t)

]
,s = 1,2,(x, t) ∈ Ds.

D(0.κ−1)Zs,p(x, t) := D(0.κ−1)Zs,p(x, t)−d(κ−1)
s,p (x, t)D(0.κ−1)Ws,p(x, t),

D(0.κ−1)V s,p(x, t) := D(0.κ−1)Vs,p(x, t)+q(κ−1)
s,p (x, t)D(0.κ−1)Ws,p(x, t),

s = 1,2,(x, t) ∈ Ds,

κ =

{
1,s = 1,
1,2,s = 2,
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and consistent functions d(κ−1)
s,p (x, t), q(κ−1)

s,p (x, t), (x, t) ∈ Ds, satisfy conditions

0 ≤ d(κ−1)
s,p (x, t)≤ 0,5; 0 ≤ q(κ−1)

s,p (x, t)≤ 0,5, (4.2)

(x, t) ∈ Ds, s = 1,2, p ∈ N0.
As the zero approximation Zs,0(x, t), Vs,0(x, t) we take comparison function of the

problem (2.1)–(2.5).

We have noted, that if D(0.κ−1)Zs,p(x, t) and D(0.κ−1)Vs,p(x, t) belong to the domain
B1,s, then

D(0.κ−1)Zs,p(x, t),D(0.κ−1)V s,p(x, t) ∈ B1,s.

If at every iteration step (4.1), (3.4), (4.2) functions d(κ−1)
s,p (x, t), q(κ−1)

s,p (x, t) satisfy
the conditions

D(0.κ−1) [Zs,p(x, t)−Zs,p+1(x, t)]−d(κ−1)
s,p (x, t)D(0.κ−1)Ws,p(x, t)≥ 0,

D(0.κ−1) [Vs,p(x, t)−Vs,p+1(x, t)]+q(κ−1)
s,p (x, t)D(0.κ−1)Ws,p(x, t)≤ 0,

(x, t) ∈ Ds,s = 1,2, (4.3)

then it‘s easy to see, that functions Zs,p(x, t) and Vs,p(x, t) built according to (4.1),
(3.4), (4.2), (4.4), satisfy the inequalities (3.6)

Lemma 2. Let the conditions of Theorem 1 to be hold. The set of functions
d(κ−1)

s,p (x, t) and q(κ−1)
s,p (x, t), (x, t)∈ Ds,s = 1,2, p ∈N0, which belong to space C(Ds)

and satisfy conditions (4.2), (4.4), is non-empty.

Proof. Indeed, let us put on each step of iteration in (4.1), (3.4)

d(κ−1)
s,p (x, t) =

D(0.κ−1)αs,p(x, t)
[
ρ
(κ−1)
s,p (x, t)

]−1
, for D(0.κ−1)Ws,p(x, t) ̸= 0,

0, for D(0.κ−1)Ws,p(x, t) = 0,

q(κ−1)
s,p (x, t) =

−D(0.κ−1)βs,p(x, t)
[
ρ
(κ−1)
s,p (x, t)

]−1
, for D(0.κ−1)Ws,p(x, t) ̸= 0,

0, for D(0.κ−1)Ws,p(x, t) = 0,
(4.4)

where ρ
(κ−1)
s,p (x, t) := D(0.κ−1) [αs,p(x, t)−βs,p(x, t)+Ws,p(x, t)].

It is obvious, that chosen functions d(κ−1)
s,p (x, t) and q(κ−1)

s,p (x, t) according to (4.4)
satisfy the conditions (4.2) and under (3.1), (4.2) we have received

D(0.κ−1) [Zs,p(x, t)−Zs,p−1(x, t)]−
D(0.κ−1)αs,p(x, t)

ρ
(κ−1)
s,p (x, t)

D(0.κ−1)Ws,p(x, t)

= D(0.κ−1)
αs,p(x, t)+D(0.κ−1) [

εsT1,s
(

f p
1 (ξ,η)− f p

1(ξ,η)
)
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+Ts
(

f p
s (ξ,η)− f p

s (ξ,η)
)]

−
D(0.κ−1)αs,p(x, t)

ρ
(κ−1)
s,p (x, t)

D(0.κ−1)Ws,p(x, t)

≥ D(0.κ−1)
αs,p(x, t)

[
1−

D(0.κ−1)Ws,p(x, t)

ρ
(κ−1)
s,p (x, t)

]
≥ 0, (x, t) ∈ Ds.

All other inequalities (4.4) are proofed analogically for (x, t) ∈ Ds,s = 1,2, and
Lemma 2 could have been proven. □

Let Zs,p(x, t) and Vs,p(x, t) are constructed by some method of the problem com-
parison function (2.1)–(2.5). We could denote the following approximations to the
solution of the system (2.7), constructed according to the method (4.1)–(4.4) via
Z∗

s,p+1(x, t) and V ∗
s,p+1(x, t), then from (3.3), (4.1) we have obtained

Zs,p+1(x, t)−Z∗
s,p+1(x, t) = εsT1,s

[
f p
1 (ξ,η)− f p

1(ξ,η)
]

+Ts
[

f p
s (ξ,η)− f p

s (ξ,η)
]
≥ 0,

similarly, that Vs,p+1(x, t)≤V ∗
s,p+1(x, t), for (x, t) ∈ Ds the following inequalities take

place
Vs,p+1(x, t)≤V ∗

s,p+1(x, t)≤ Z∗
s,p+1(x, t)≤ Zs,p+1(x, t),

thus the convergence of the method (4.1)–(4.4) is not slower than the convergence of
the iterative process (3.3), (3.4).

Theorem 3. Let the conditions of Theorem 1 to be true.
Then the sequences of function {Zs,p(x, t)} and {Vs,p(x, t)}, built according to

(3.4), (4.1)–(4.4); have the following characteristics
(1) are uniform convergent to the unique regular solution of the problem (2.1)–

(2.5) for (x, t) ∈ D;
(2) the inequalities (3.6) are true in the domain Bs,1 ;
(3) the convergence of the method (3.4), (4.1)–(4.4) is not slower than the con-

vergence of the iterative process (3.3), (3.4).

Note, that depending on the choice of functions d(κ−1)
s,p (x, t) and q(κ−1)

s,p (x, t), which
satisfy the condition (4.2), (4.4), we could obtain different approximate research
methods and approximate solution for the differential equations theory problems.
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