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#### Abstract

In this article, solution of complex partial derivative equations with variable coefficients from the first and second order have been investigated. For this solution, an iteration relation was obtained using the reduced differential transform method. This method also was been applied for ordinary complex differential equations which examined in the literature. The solution which has been obtained has been seen compatible with the literature.
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## 1. Introduction

Some equations that don't have a general solution in real space may have a general solution in complex space. For example, although the two-dimensional Laplace equation doesn't have a general solution in real space, the equation has general solution in complex space. Two basic sources of Complex variable differential equations theory are "Theory of Pseodo Analytic Functions" and "Generalized Analytic Functions", written by L. Bers and I. N. Vekua [3, 16]. Even today, the Pompeiu integral operator, an important operator of Complex variable differential equations theory, was discovered by D. Pompeiu, an important mathematician in this theory. The Pompeiu operator has been defined as

$$
\begin{align*}
& T_{G}: C^{(\alpha)}(\bar{G}) \longrightarrow C^{(\alpha)}(\bar{G})  \tag{1.1}\\
& f \longrightarrow T_{G} f=-\frac{1}{\pi} \int_{G} \int \frac{f(\zeta)}{\zeta-z} d \xi d \eta
\end{align*}
$$

This $T_{G}$ operator plays a crucial role for the existence and uniqueness of equations in following form.

$$
\begin{equation*}
w_{\bar{z}}=F\left(z, w, \frac{\partial w}{\partial z}\right) . \tag{1.2}
\end{equation*}
$$

Existence and uniqueness of solutions of Equation (1.2) are investigated in [1, 2, 15]. Generalized Beltrami equation which is defined by equality

$$
\begin{equation*}
\frac{\partial w}{\partial \bar{z}}+q_{1} \frac{\partial w}{\partial z}+q_{2} \overline{\left(\frac{\partial w}{\partial z}\right)}+a w+b \bar{w}+c=0 \tag{1.3}
\end{equation*}
$$

was reduced to singular integral equation by using Pompeiu integral operator.
In [16] linear complex differential equations have been reduced to a linear system of algebraic equations. Later approximation solution has been found by using appropriate iterative method. In [7] approximate solutions of equations of the same type have been found by using Taylor polynomial approximation. In [9], The Existence of solutions of the same type equations with analytical coefficients was investigated. In [8,14]

$$
\begin{equation*}
f^{\prime \prime}(z)+A(z) f(z)=0 \tag{1.4}
\end{equation*}
$$

which $A(z)$ analytic equation has been investigated.
In this paper, it has been studied to find a special solution of the equations in the following form below that meets the given conditions.

$$
\begin{equation*}
A(z, \bar{z}) \cdot \frac{\partial w}{\partial z}+B(z, \bar{z}) \cdot \frac{\partial w}{\partial \bar{z}}+C(z, \bar{z}) \cdot w=F(z, \bar{z}) \tag{1.5}
\end{equation*}
$$

and

$$
\begin{align*}
& A(z, \bar{z}) \frac{\partial^{2} w}{\partial z^{2}}+B(z, \bar{z}) \frac{\partial^{2} w}{\partial z \partial \bar{z}}+C(z, \bar{z}) \cdot \frac{\partial^{2} w}{\partial \bar{z}^{2}}  \tag{1.6}\\
& \quad+D(z, \bar{z}) \frac{\partial w}{\partial z}+E(z, \bar{z}) \frac{\partial w}{\partial \bar{z}}+F(z, \bar{z}) w=G(z, \bar{z})
\end{align*}
$$

Previously, such equations with constant coefficients were also examined by RDTM in [6]. Equations (1.5) and (1.6) were previously solved using the Adomian decomposition method in [4,5]. In this study, RDTM is used for solution of Equations (1.5) and (1.6). With this RDTM, the solution directly is obtained without having to find the real and imaginary parts separately. RDTM was proposed firstly by Keskin in [11].

## 2. Basic Definitions and Theorems

Suppose $u(x, y)$ can be separated into variables as $f(x) g(y)$. Using a one-dimensional differential transformation, $u(x, y)$ can be written as follows.

$$
u(x, y)=\left(\sum_{i=0}^{\infty} F_{i} x^{i}\right)\left(\sum_{j=0}^{\infty} G_{j} y^{j}\right)=\left(\sum_{k=0}^{\infty} U_{k}(x) \cdot y^{k}\right)
$$

where $U_{k}(x)$ is called $y$ dimensional spectrum function $u(x, y)$, and $G_{j}, F_{i}$. are differential transform of $g(y)$ and $f(x)$, respectively.

Definition 1. If reduced differential transform of $u(x, y)$ is $U_{k}(x)$ than

$$
\begin{equation*}
U_{k}(x)=\frac{1}{k!}\left(\frac{\partial^{k}}{\partial y^{k}} u(x, y)\right)_{y=0} \tag{2.1}
\end{equation*}
$$

Definition 2. The differential inverse transform of $U_{k}(x)$ is defined as follows:

$$
\begin{equation*}
u(x, y)=\sum_{k=0}^{\infty} U_{k}(x) y^{k} \tag{2.2}
\end{equation*}
$$

From (2.1) and (2.2), we get

$$
\begin{equation*}
u(x, y)=\sum_{k=0}^{\infty} \frac{y^{k}}{k!}\left(\frac{\partial^{k}}{\partial y^{k}} u(x, y)\right)_{y=0} \tag{2.3}
\end{equation*}
$$

Theorem 1. [11, 12] If $f(x, y)=a . g(x, y)+b \cdot h(x, y)$ then $F_{k}(x)=a \cdot G_{k}(x)+b \cdot H_{k}(x)$.
Theorem 2. [11, 12] If $f(x, y)=x^{m} \cdot y^{n}$, then $F_{k}(x)=x^{m} \boldsymbol{\delta}(k-n)$.
Theorem 3. [11, 12] If $f(x, y)=\frac{\partial^{n} g(x, y)}{\partial y^{n}}$, then $F_{k}(x)=(k+1)(k+2) \ldots(k+n) G_{k+n}(x)$.
Theorem 4. [11, 12] If $f(x, y)=\frac{\partial^{n} g(x, y)}{\partial x^{n}}$, then $F_{k}(x)=\frac{\partial^{n} G_{k}(x)}{\partial x^{n}}$.
Theorem 5. [11, 12] If $f(x, y)=g(x, y) \cdot h(x, y)$, then

$$
F_{k}(x)=\sum_{r=0}^{k} G_{r}(x) \cdot H_{k-r}(x)
$$

Now let's give the equivalent of complex derivatives in terms of real derivatives.
Definition 3. Partial derivatives of $w=w(z, \bar{z})$ function as $z=x+i y$ are defined as follows.

$$
\begin{align*}
\frac{\partial w}{\partial z} & =\frac{1}{2}\left(\frac{\partial w}{\partial x}-i \frac{\partial w}{\partial y}\right)  \tag{2.4}\\
\frac{\partial w}{\partial \bar{z}} & =\frac{1}{2}\left(\frac{\partial w}{\partial x}+i \frac{\partial w}{\partial y}\right)  \tag{2.5}\\
\frac{\partial^{2} w}{\partial z^{2}} & =\frac{1}{4}\left[\frac{\partial^{2} w}{\partial x^{2}}-2 i \frac{\partial^{2} w}{\partial x \partial y}-\frac{\partial^{2} w}{\partial y^{2}}\right]  \tag{2.6}\\
\frac{\partial^{2} w}{\partial \bar{z}^{2}} & =\frac{1}{4}\left[\frac{\partial^{2} w}{\partial x^{2}}+2 i \frac{\partial^{2} w}{\partial x \partial y}-\frac{\partial^{2} w}{\partial y^{2}}\right]  \tag{2.7}\\
\frac{\partial^{2} w}{\partial z \partial \bar{z}} & =\frac{1}{4}\left[\frac{\partial^{2} w}{\partial x^{2}}+\frac{\partial^{2} w}{\partial y^{2}}\right] \tag{2.8}
\end{align*}
$$

Theorem 6. Let the complex function $w$ be a holomorph in the $G$ region. In this case, for every $z_{0} \in G$ following equalities are satisfied.

$$
\begin{aligned}
& \frac{\partial w}{\partial z}\left(z_{0}\right)=\frac{\partial w}{\partial x}\left(z_{0}\right)=-i \frac{\partial w}{\partial y}\left(z_{0}\right) \\
& \frac{\partial w}{\partial z}\left(z_{0}\right)=\frac{d w}{d z}\left(z_{0}\right), \frac{\partial w}{\partial \bar{z}}\left(z_{0}\right)=0
\end{aligned}
$$

3. SOLUTION OF COMPLEX DIFFERENTIAL EQUATIONS FROM FIRST AND SECOND ORDER WHICH IS VARIABLE COEFFICIENTS.

In this section, a separate theorem is given for each of the equations (1.5) and (1.6) giving the solution satisfying the given conditions with an iteration relation. Then, the solution is found by applying the iteration relation obtained in these theorems on the examples.

Theorem 7. A special solution of equation

$$
A(z, \bar{z}) \frac{\partial w}{\partial z}+B(z, \bar{z}) \frac{\partial w}{\partial \bar{z}}+C(z, \bar{z}) w=F(z, \bar{z})
$$

with condition

$$
w(x, 0)=f(x)
$$

is

$$
w(z, \bar{z})=\sum_{k=0}^{\infty} W_{k}(x) y^{k}
$$

where

$$
\begin{aligned}
{\left[B^{* *}(x, 0)\right.} & \left.-A^{* *}(x, 0)\right](k+1) W_{k+1} \\
& =2 F^{* *}(x, k)-\sum_{r=0}^{k}\left[A^{* *}(x, r)+B^{* *}(x, r)\right] \frac{\partial W_{k-r}}{\partial x}-2 \sum_{r=0}^{k} C^{* *}(x, r) W_{k-r} \\
& -\sum_{r=1}^{k} i\left[B^{* *}(x, r)-A^{* *}(x, r)\right](k+1-r) W_{k+1-r}
\end{aligned}
$$

and $W_{0}(x)=f(x)$. Here, $A^{* *}(x, k), B^{* *}(x, k), C^{* *}(x, k), F^{* *}(x, k)$ are the differential transformations of the equlities which are obtained when are written $x+i y$ instead of $z$ and $x$ - iy instead of $\bar{z}$ in $A(z, \bar{z}), B(z, \bar{z}), C(z, \bar{z}), F(z, \bar{z})$ functions.

Proof. Let's rewrite equation in which theorem.

$$
A(z, \bar{z}) \frac{\partial w}{\partial z}+B(z, \bar{z}) \frac{\partial w}{\partial \bar{z}}+C(z, \bar{z}) w=F(z, \bar{z})
$$

If, (2.4), (2.5) definition of complex derivatives are used, than following equality is obtained.

$$
\begin{equation*}
\left(A^{*}(x, y)\right) \frac{1}{2}\left(\frac{\partial w}{\partial x}-i \frac{\partial w}{\partial y}\right)+\left(B^{*}(x, y)\right) \frac{1}{2}\left(\frac{\partial w}{\partial x}+i \frac{\partial w}{\partial y}\right)+C^{*}(x, y) w=F^{*}(x, y) \tag{3.1}
\end{equation*}
$$

The above equation (3.1) is equivalent to following equation.

$$
\begin{align*}
{\left[A^{*}(x, y)\right.} & \left.+B^{*}(x, y)\right] \frac{\partial w}{\partial x}+i\left[B^{*}(x, y)-A^{*}(x, y)\right] \frac{\partial w}{\partial y} \\
& +2 C^{*}(x, y) w=2 F^{*}(x, y) \tag{3.2}
\end{align*}
$$

If RDTM is applied to equation (3.2), the following equation is obtained

$$
\begin{align*}
\sum_{r=0}^{k}\left[A^{* *}(x, r)\right. & \left.+B^{* *}(x, r)\right] \frac{\partial W_{k-r}}{\partial x} \\
& +\sum_{r=0}^{k} i\left[B^{* *}(x, r)-A^{* *}(x, r)\right](k+1-r) W_{k+1-r} \\
& +2 \sum_{r=0}^{k} C^{* *}(x, r) W_{k-r}=2 F^{* *}(x, k) \tag{3.3}
\end{align*}
$$

If the term with the largest index is left alone in Equality (3.3), the following equality is obtained.

$$
\begin{align*}
\sum_{r=0}^{k} i\left[B^{* *}(x, r)\right. & \left.-A^{* *}(x, r)\right](k+1-r) W_{k+1-r} \\
& =2 F^{*}(x, k)-\sum_{r=0}^{k}\left[A^{* *}(x, r)+B^{* *}(x, r)\right] \frac{\partial W_{k-r}}{\partial x} \\
& -2 \sum_{r=0}^{k} C^{* *}(x, r) W_{k-r} \tag{3.4}
\end{align*}
$$

Thus, the iteration relation required for the solution is obtained as follows from (3.4).

$$
\begin{aligned}
i\left[B^{* *}(x, 0)\right. & \left.-A^{* *}(x, 0)\right](k+1) W_{k+1} \\
& =2 F^{*}(x, k)-\sum_{r=0}^{k}\left[A^{* *}(x, r)+B^{* *}(x, r)\right] \frac{\partial W_{k-r}}{\partial x}-2 \sum_{r=0}^{k} C^{* *}(x, r) W_{k-r} \\
& \sum_{r=1}^{k}\left[B^{* *}(x, r)-A^{* *}(x, r)\right](k+1-r) W_{k+1-r}
\end{aligned}
$$

Here $W_{0}(x)=f(x)$ due to condition. Thus the proof is completed.

Theorem 8. A special solution of equation

$$
\begin{aligned}
A(z, \bar{z}) \frac{\partial^{2} w}{\partial z^{2}} & +B(z, \bar{z}) \frac{\partial^{2} w}{\partial \bar{z} \partial \bar{z}}+C(z, \bar{z}) \frac{\partial^{2} w}{\partial \bar{z}^{2}} \\
& +D(z, \bar{z}) \frac{\partial w}{\partial z}+E(z, \bar{z}) \frac{\partial w}{\partial \bar{z}}+F(z, \bar{z}) w=G(z, \bar{z})
\end{aligned}
$$

with conditions

$$
\begin{aligned}
w(x, 0) & =f(x) \\
\frac{\partial w}{\partial y}(x, 0) & =g(x) .
\end{aligned}
$$

is

$$
w(z, \bar{z})=\sum_{k=0}^{\infty} W_{k}(x) y^{k}
$$

where

$$
\begin{aligned}
{\left[-A^{* *}(x, 0)\right.} & \left.+B^{* *}(x, 0)-C^{* *}(x, 0)\right](k+1)(k+2) W_{k+2}=4 G^{* *}(x, k) \\
& -2 \sum_{r=0}^{k}\left[D^{* *}(x, r)+E^{* *}(x, r)\right] \frac{\partial W_{k-r}}{\partial x} \\
& -2 i \sum_{r=0}^{k}\left[E^{* *}(x, r)-D^{* *}(x, r)\right](k+1-r) W_{k+1-r}-4 \sum_{r=0}^{k} F^{* *}(x, r) W_{k-r} \\
& -\sum_{r=1}^{k}\left[-A^{* *}(x, r)+B^{* *}(x, r)-C^{* *}(x, r)\right](k+1-r)(k+2-r) W_{k+2-r} \\
& -\sum_{r=0}^{k}\left[A^{* *}(x, r)+B^{* *}(x, r)+C^{* *}(x, r)\right] \frac{\partial^{2} W_{k-r}}{\partial x^{2}} \\
& -2 i \sum_{r=0}^{k}\left[C^{* *}(x, r)-A^{* *}(x, r)\right](k+1-r) \frac{\partial W_{k+1-r}}{\partial x}
\end{aligned}
$$

and

$$
W_{0}(x)=f(x)
$$

Here, $A^{* *}(x, k), B^{* *}(x, k), C^{* *}(x, k), D^{* *}(x, k), E^{* *}(x, k), F^{* *}(x, k), G^{* *}(x, k)$ are the differential transformations of the equalities which are obtained when are written $x+i y$ instead of $z$ and $x$ - iy instead of $\bar{z}$ in $A(z, \bar{z}), B(z, \bar{z}), C(z, \bar{z}), D(z, \bar{z}), E(z, \bar{z})$, $F(z, \bar{z}), G(z, \bar{z})$ functions.

Proof. Let's rewrite the equation in which theorem .

$$
A(z, \bar{z}) \frac{\partial^{2} w}{\partial z^{2}}+B(z, \bar{z}) \frac{\partial^{2} w}{\partial z \partial \bar{z}}+C(z, \bar{z}) \cdot \frac{\partial^{2} w}{\partial \bar{z}^{2}}
$$

$$
+D(z, \bar{z}) \frac{\partial w}{\partial z}+E(z, \bar{z}) \frac{\partial w}{\partial \bar{z}}+F(z, \bar{z}) w=G(z, \bar{z}) .
$$

If Equalities (2.4), (2.5), (2.6), (2.7), (2.8) is used above equality, than following equality is obtained.

$$
\begin{align*}
A^{*}(x, y) & \frac{1}{4}\left[\frac{\partial^{2} w}{\partial x^{2}}-2 i \frac{\partial^{2} w}{\partial x \partial y}-\frac{\partial^{2} w}{\partial y^{2}}\right]+B^{*}(x, y) \frac{1}{4}\left[\frac{\partial^{2} w}{\partial x^{2}}+\frac{\partial^{2} w}{\partial y^{2}}\right] \\
& +C^{*}(x, y) \frac{1}{4}\left[\frac{\partial^{2} w}{\partial x^{2}}+2 i \frac{\partial^{2} w}{\partial x \partial y}-\frac{\partial^{2} w}{\partial y^{2}}\right]+D^{*}(x, y) \frac{1}{2}\left(\frac{\partial w}{\partial x}-i \frac{\partial w}{\partial y}\right) \\
& +E^{*}(x, y) \frac{1}{2}\left(\frac{\partial w}{\partial x}+i \frac{\partial w}{\partial y}\right)+F^{*}(x, y) w=G^{*}(x, y) \tag{3.5}
\end{align*}
$$

Where $A^{*}(x, y), B^{*}(x, y), C^{*}(x, y), D^{*}(x, y), E^{*}(x, y), F^{*}(x, y), G^{*}(x, y)$ expressions are obtained by writing $x+i y$ in place of $z$ in $A(z, \bar{z}), B(z, \bar{z}), C(z, \bar{z}) D(z, \bar{z}), E(z, \bar{z})$, $F(z, \bar{z}), G(z, \bar{z})(3.5)$ equality is equivalent to following equality.

$$
\begin{gather*}
\left(\frac{A^{*}(x, y)+B^{*}(x, y)+C^{*}(x, y)}{4}\right) \frac{\partial^{2} w}{\partial x^{2}}+2 i\left(\frac{C^{*}(x, y)-A^{*}(x, y)}{4}\right) \frac{\partial^{2} w}{\partial x \partial y} \\
\left(\frac{-A^{*}(x, y)+B^{*}(x, y)-C^{*}(x, y)}{4}\right) \frac{\partial^{2} w}{\partial y^{2}}+\left(\frac{D^{*}(x, y)+E^{*}(x, y)}{2}\right) \frac{\partial w}{\partial x} \\
+i\left(\frac{E^{*}(x, y)-D^{*}(x, y)}{2}\right) \frac{\partial w}{\partial y}+F^{*}(x, y) w=G^{*}(x, y) \tag{3.6}
\end{gather*}
$$

Let's apply RDTM to (3.6) equality.

$$
\begin{align*}
4 G^{* *}(x, k) & =\sum_{r=0}^{k}\left[A^{* *}(x, r)+B^{* *}(x, r)+C^{* *}(x, r)\right] \frac{\partial^{2} W_{k-r}}{\partial x^{2}} \\
& +\sum_{r=0}^{k} 2 i\left[C^{* *}(x, r)-A^{* *}(x, r)\right](k+1-r) \frac{\partial W_{k+1-r}}{\partial x} \\
& +\sum_{r=0}^{k}\left[-A^{* *}(x, r)+B^{* *}(x, r)-C^{* *}(x, r)\right](k+1-r)(k+2-r) W_{k+2-r} \\
& +2 \sum_{r=0}^{k}\left[D^{* *}(x, r)+E^{* *}(x, r)\right] \frac{\partial W_{k-r}}{\partial x} \\
& +2 i \sum_{r=0}^{k}\left[E^{* *}(x, r)-D^{* *}(x, r)\right](k+1-r) W_{k+1-r} \\
& +4 \sum_{r=0}^{k} F^{* *}(x, r) W_{k-r} \tag{3.7}
\end{align*}
$$

By writing as following the expression (3.7), iteration relation in the theorem has been obtained.

$$
\begin{align*}
{\left[-A^{* *}(x, 0)+\right.} & \left.B^{* *}(x, 0)-C^{* *}(x, 0)\right](k+1)(k+2) W_{k+2} \\
& =4 G^{* *}(x, k)-2 \sum_{r=0}^{k}\left[D^{* *}(x, r)+E^{* *}(x, r)\right] \frac{\partial W_{k-r}}{\partial x} \\
& -2 i \sum_{r=0}^{k}\left[E^{* *}(x, r)-D^{* *}(x, r)\right](k+1-r) W_{k+1-r}-4 \sum_{r=0}^{k} F^{* *}(x, r) W_{k-r} \\
& -\sum_{r=1}^{k}\left[-A^{* *}(x, r)+B^{* *}(x, r)-C^{* *}(x, r)\right](k+1-r)(k+2-r) W_{k+2-r} \\
& -\sum_{r=0}^{k}\left[A^{* *}(x, r)+B^{* *}(x, r)+C^{* *}(x, r)\right] \frac{\partial^{2} W_{k-r}}{\partial x^{2}} \\
& -\sum_{r=0}^{k} 2 i\left[C^{* *}(x, r)-A^{* *}(x, r)\right](k+1-r) \frac{\partial W_{k+1-r}}{\partial x} \tag{3.8}
\end{align*}
$$

Thus the proof is completed.
Example 1. Solve the following problem

$$
z \cdot w_{z}-\bar{z} \cdot w_{\bar{z}}=2 z^{2}+5 \bar{z}
$$

with the condition

$$
w(x, 0)=2 x^{2}-5 x
$$

Solution 1. The coefficients of the equation are $A=z, B=-z, C=0, F=2 z^{2}+5 \bar{z}$. If $x+i y, x-i y$ is written in place of $z, \bar{z}$ respectively than

$$
A^{*}=x+i y, B^{*}=-x+i y, C^{*}=0, F^{*}=2 x^{2}+5 x-2 y^{2}+i(4 x y-5 y)
$$

Reduced differential transforms of the $A^{*}, B^{*}, C^{*}, F^{*}$ are

$$
\begin{aligned}
& A^{* *}=x \delta(k)+i \delta(k-1), B^{* *}=-x \delta(k)+i \delta(k-1), C^{* *}=0 \\
& F^{* *}=\left(2 x^{2}+5 x\right) \delta(k)+i(4 x-5) \delta(k-1)-2 \delta(k-2)
\end{aligned}
$$

Following equality has been obtained from iteration relation from theorem.

$$
\begin{aligned}
-2 i x(k+1) W_{k+1}= & \left(4 x^{2}+10 x\right) \delta(k)+i(8 x-10) \delta(k-1)-4 \delta(k-2) \\
& -\sum_{r=0}^{k} 2 i \delta(r-1) \frac{\partial W_{k-r}}{\partial x}-\sum_{r=1}^{k}-2 i x \delta(r)(k+1-r) W_{k+1-r}
\end{aligned}
$$

Because of condition in the example

$$
\begin{equation*}
W_{0}(x)=2 x^{2}-5 x \tag{3.9}
\end{equation*}
$$

If $k=0$ than

$$
\begin{equation*}
-2 i x W_{1}=4 x^{2}+10 x, W_{1}(x)=i(2 x+5) \tag{3.10}
\end{equation*}
$$

If $k=1$ than

$$
\begin{equation*}
2 i \frac{\partial W_{0}}{\partial x}-2 i x W_{2}=8 i x-10 i, W_{2}(x)=0 \tag{3.11}
\end{equation*}
$$

If $k \geq 2$ than

$$
\begin{equation*}
W_{k}(x)=0 \tag{3.12}
\end{equation*}
$$

Solution is obtained from (3.9),(3.10),(3.11),(3.12) as following.

$$
\begin{align*}
w(x, y) & =\sum_{k=0}^{\infty} W_{k}(x) y^{k}=W_{0}(x)+W_{1}(x) y+W_{2}(x) y^{2}  \tag{3.13}\\
& =2 x^{2}-5 x+i(2 x+5) y \tag{3.14}
\end{align*}
$$

Then,

$$
w(z, \bar{z})=z^{2}+z \bar{z}-5 \bar{z}
$$

Example 2. Let's solve the second order variable coefficient problem below.

$$
\begin{aligned}
z^{2} \frac{\partial^{2} w}{\partial z^{2}}-2 \bar{z}^{2} \frac{\partial^{2} w}{\partial \bar{z}^{2}}+5 \frac{\partial w}{\partial z}+3 z \frac{\partial w}{\partial \bar{z}}+4 w & =10 z^{3}-8 z \bar{z}-25 \bar{z} \\
w(x, 0) & =x^{3}-3 x^{2} \\
\frac{\partial w}{\partial y}(x, 0) & =i\left(3 x^{2}-4 x\right)
\end{aligned}
$$

Solution 2. Coefficients of the equation are $A=z^{2}, B=0, C=-2 \bar{z}^{2}, D=5, E=$ $3 z, F=4, G=10 z^{3}-8 z \bar{z}-25 \bar{z}$.

If $x+i y$ in place of $z, x-i y$ in place of $\bar{z}$ is written than the coefficients are obtained as following.
$A^{*}=x^{2}+2 i x y-y^{2}, B^{*}=0, C^{*}=-2 x^{2}+4 i x y+2 y^{2}, D^{*}=5, E^{*}=3 x+3 i y, F^{*}=$ $4, G^{*}=10 x^{3}+30 x^{2} i y-30 x y^{2}-10 i y^{3}-8 x^{2}-8 y^{2}-25 x+25 i y$.

Let's RDTM of above equalities are

$$
\begin{aligned}
& A^{* *}(x, k)=x^{2} \delta(k)+2 i x \delta(k-1)-\delta(k-2), \\
& B^{* *}(x, k)=0, \\
& C^{* *}(x, k)=-2 x^{2} \delta(k)+4 i x \delta(k-1)+2 \delta(k-2), \\
& D^{* *}(x, k)=5 \delta(k) \\
& E^{* *}(x, k)=3 x \delta(k)+3 i \delta(k-1)
\end{aligned}
$$

From conditions in which are given

$$
\begin{equation*}
W_{0}(x)=x^{3}-3 x^{2}, W_{1}(x)=i\left(3 x^{2}-4 x\right) \tag{3.15}
\end{equation*}
$$

From theorem

$$
2 x^{2} W_{2}=40 x^{3}-32 x^{2}-100 x-18 x^{3}+36 x^{2}-30 x^{2}+60 x+18 x^{3}-24 x^{2}
$$

$$
\begin{align*}
& -30 x^{2}+40 x-16 x^{3}+48 x^{2}+6 x^{3}-6 x^{2}-36 x^{3}+24 x^{2} \\
W_{2}= & -3 x-7  \tag{3.16}\\
6 x^{2} W_{3}= & i\left(120 x^{2}+100\right)-2 i(5+3 x)(6 x-4)-6 i\left(3 x^{2}-6 x\right) \\
& \quad-2 i(3 x-5)(-3 x-7)+6 i\left(3 x^{2}-4 x\right)-16 i\left(3 x^{2}-4 x\right) \\
& \quad+12 i x(-3 x-7)+6 i x^{2}-6 i x(6 x-6)-18 i x^{2}+4 i x(6 x-4) \\
W_{3}= & -i \tag{3.17}
\end{align*}
$$

For $n>3$

$$
\begin{equation*}
W_{n}=0 \tag{3.18}
\end{equation*}
$$

Thus solution is obtained by using (3.15), (3.16), (3.17), (3.18) as that.

$$
\begin{aligned}
W_{0}(x) & +W_{1}(x) y+W_{2}(x) y^{2}+W_{3}(x) y^{3} \\
& =x^{3}-3 x^{2}+i\left(3 x^{2}-4 x\right) y+(-3 x-7) y^{2}-i y^{3} \\
& =x^{3}+3 i x^{2} y-3 x y^{2}-i y^{3}-5 x^{2}-5 y^{2}+2\left(x^{2}-2 i x y-y^{2}\right)
\end{aligned}
$$

If $\frac{z+\bar{z}}{2}, \frac{z-\bar{z}}{2 i}$ is written in place of $x, y$ respectively than solution is obtained as that.

$$
w(z, \bar{z})=z^{3}-5 z \bar{z}+2 \bar{z}^{2} .
$$

Studies in the literature are generally about ordinary complex differential equations. The two theorems and solved differential equations given in the article so far were partial differential equations. Now let's solve two ordinary complex differential equations, which have been studied by other methods in the literature, using the reduced differential transformation method.

Example 3. [7,13] Let's solve the second order variable coefficient problem below.

$$
\begin{align*}
f^{\prime \prime}(z)+z f(z) & =e^{z}+z e^{z}  \tag{3.19}\\
f(0) & =f^{\prime}(0)=1 \tag{3.20}
\end{align*}
$$

Solution 3. This equationis a ordinary differential equation. The $f$ function in the equation depends on only the variable $z$. This indicates that the function $f$ is holomorph. From (2.2) it can be written that

$$
f(z)=f(x+i y)=F_{0}(x)+F_{1}(x) y+F_{2}(x) y^{2}+\ldots=\left(\sum_{k=0}^{\infty} F_{k}(x) y^{k}\right)
$$

Due to from $f(0)=1$ condition

$$
\begin{equation*}
f(0)=F_{0}(0)=1 \tag{3.21}
\end{equation*}
$$

Due to from $f^{\prime}(0)=1$ condition

$$
\begin{equation*}
f^{\prime}(0)=\frac{\partial f}{\partial x}(0,0)=F_{0}^{\prime}(0)=1 \tag{3.22}
\end{equation*}
$$

Let's rewrite the given equation.

$$
f^{\prime \prime}(z)+z f(z)=e^{z}+z e^{z}
$$

Since $f$ function is analytic $f^{\prime \prime}(z)=\frac{\partial^{2} f}{\partial x^{2}}=-\frac{\partial^{2} f}{\partial y^{2}}$. If $x+i y, \frac{\partial^{2} f}{\partial x^{2}}$ is written in place of $z, f^{\prime \prime}(z)$ respectively the following equation is obtained.

$$
\begin{equation*}
\frac{\partial^{2} f}{\partial x^{2}}+(x+i y) f(x+i y)=(1+x+i y) e^{x} e^{i y} \tag{3.23}
\end{equation*}
$$

Let's apply the RDTM to the above equation.

$$
\begin{align*}
\frac{d^{2} F_{k}(x)}{d x^{2}} & +x F_{k}(x)+i \sum_{r=0}^{k} \delta(r-1) F_{k-r}(x)  \tag{3.24}\\
& =(1+x) e^{x} \frac{i^{k}}{k!}+i e^{x} \sum_{r=0}^{k} \delta(r-1) \frac{i^{k-r}}{(k-r)!}
\end{align*}
$$

Similarly, if $x+i y,-\frac{\partial^{2} f}{\partial y^{2}}$ is written in place of $z, f^{\prime \prime}(z)$ respectively, than the following equality is obtained.

$$
\begin{equation*}
-\frac{\partial^{2} f}{\partial y^{2}}+(x+i y) f(x+i y)=(1+x+i y) e^{x} e^{i y} \tag{3.25}
\end{equation*}
$$

Let's apply the RDTM to the above (3.25)equation

$$
\begin{align*}
& -(k+1)(k+2) F_{k+2}(x)+x F_{k}(x)+i \sum_{r=0}^{k} \delta(r-1) F_{k-r}(x)  \tag{3.26}\\
& =(1+x) e^{x} \frac{i^{k}}{k!}+i e^{x} \sum_{r=0}^{k} \delta(r-1) \frac{i^{k-r}}{(k-r)!} .
\end{align*}
$$

If $k=0$ is written in equality (3.24), than following equality is obtained.

$$
\begin{equation*}
\frac{d^{2} F_{0}(x)}{d x^{2}}+x F_{0}(x)=(1+x) e^{x} \tag{3.27}
\end{equation*}
$$

It is clear that

$$
\begin{equation*}
F_{0}(x)=e^{x} \tag{3.28}
\end{equation*}
$$

from $F_{0}(0)=F_{0}^{\prime}(0)=1$ and (3.27). If $k=0$ is written in the equation (3.26), following equality is obtained.

$$
\begin{equation*}
-2 F_{2}(x)+x F_{0}(x)=(1+x) e^{x} \tag{3.29}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
F_{2}(x)=-\frac{e^{x}}{2} \tag{3.30}
\end{equation*}
$$

If $k=2$ is written in the equation (3.24), following equality is obtained

$$
\begin{equation*}
\frac{d^{2} F_{2}(x)}{d x^{2}}+x F_{2}(x)+i F_{1}(x)=-\frac{(1+x) e^{x}}{2}-e^{x} \tag{3.31}
\end{equation*}
$$

From (3.30), (3.31) it is seen that

$$
\begin{equation*}
F_{1}(x)=i e^{x} \tag{3.32}
\end{equation*}
$$

If $k=1$ is written in the equation (3.26), following equality is obtained

$$
\begin{equation*}
-6 F_{3}(x)+x F_{1}(x)+i F_{0}(x)=i(1+x) e^{x}+i e^{x} \tag{3.33}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
F_{3}(x)=-i \frac{e^{x}}{6} \tag{3.34}
\end{equation*}
$$

Similarly it can be seen that

$$
\begin{equation*}
F_{4}(x)=\frac{e^{x}}{24}, F_{5}(x)=i \frac{e^{(x)}}{120}, \ldots, F_{n}(x)=i^{n} \frac{e^{x}}{n!} \tag{3.35}
\end{equation*}
$$

Thus, from (3.28), (3.30), (3.32), (3.34), (3.35) solution of the problem is that:

$$
\begin{aligned}
f(z) & =f(x+i y)=F_{0}(x)+F_{1}(x) y+F_{2}(x) y^{2}+\ldots \\
& =e^{x}+i e^{x} y+i^{2} e^{x} \frac{y^{2}}{2}+\ldots=e^{x}\left(1+i y-\frac{y^{2}}{2}-i \frac{y^{3}}{6}+\ldots\right) \\
& =e^{x} e^{i y}=e^{x+i y}=e^{z}
\end{aligned}
$$

Example 4. [13] Let's solve the second order variable coefficient problem below.

$$
\begin{gather*}
f^{\prime \prime}(z)+z f(z)=\frac{z^{5}}{12}-\frac{z^{4}}{6}  \tag{3.36}\\
f(0)=1, f^{\prime}(0)=-1 \tag{3.37}
\end{gather*}
$$

Solution 4. This equation is an ordinary complex differential equation like the equation in the previous example. The $f$ function in the equation depends on only the variable $z$. This indicates that the function $f$ is holomorph. From (2.2) it can be written that

$$
f(z)=f(x+i y)=F_{0}(x)+F_{1}(x) y+F_{2}(x) y^{2}+\ldots=\left(\sum_{k=0}^{\infty} F_{k}(x) y^{k}\right)
$$

Due to from $f(0)=1$ condition

$$
\begin{equation*}
f(0)=F_{0}(0)=1 \tag{3.38}
\end{equation*}
$$

Due to from $f^{\prime}(0)=1$ condition

$$
\begin{equation*}
f^{\prime}(0)=\frac{\partial f}{\partial x}(0,0)=F_{0}^{\prime}(0)=-1 \tag{3.39}
\end{equation*}
$$

Let's rewrite the given equation.

$$
f^{\prime \prime}(z)+z f(z)=\frac{z^{5}}{12}-\frac{z^{4}}{6}
$$

Since $f$ function is analytic $f^{\prime \prime}(z)=\frac{\partial^{2} f}{\partial x^{2}}=-\frac{\partial^{2} f}{\partial y^{2}}$. If $x+i y, \frac{\partial^{2} f}{\partial x^{2}}$ is written in place of $z, f^{\prime \prime}(z)$ respectively the following equation is obtained.

$$
\begin{equation*}
\frac{\partial^{2} f}{\partial x^{2}}+(x+i y) f(x+i y)=\frac{(x+i y)^{5}}{12}-\frac{(x+i y)^{4}}{6} \tag{3.40}
\end{equation*}
$$

Let's apply the RDTM to the above equation.

$$
\begin{align*}
& \frac{d^{2} F_{k}(x)}{d x^{2}}+x F_{k}(x)+i \sum_{r=0}^{k} \delta(r-1) F_{k-r}(x) \\
& =\left(\frac{x^{5}}{12}-\frac{x^{4}}{6}\right) \delta(k)+\left(\frac{5 x^{4}}{12}-i \frac{4 x^{3}}{6}\right) \delta(k-1)+\left(-\frac{10 x^{3}}{12}+\frac{6 x^{2}}{6}\right) \delta(k-2)  \tag{3.41}\\
& +\left(\frac{-10 x^{2}}{12}+i \frac{4 x}{6}\right) \delta(k-3)+\left(\frac{5 x}{12}-\frac{1}{6}\right) \delta(k-4)+\frac{i}{12} \delta(k-5) .
\end{align*}
$$

Similarly, if $x+i y,-\frac{\partial^{2} f}{\partial y^{2}}$ is written in place of $z, f^{\prime \prime}(z)$ respectively, than the following equality is obtained.

$$
\begin{equation*}
-\frac{\partial^{2} f}{\partial y^{2}}+(x+i y) f(x+i y)=\frac{(x+i y)^{5}}{12}-\frac{(x+i y)^{4}}{6} \tag{3.42}
\end{equation*}
$$

Let's apply the RDTM to the above (3.42)equation

$$
\begin{align*}
& -(k+1)(k+2) F_{k+2}(x)+x F_{k}(x)+i \sum_{r=0}^{k} \delta(r-1) F_{k-r}(x) \\
& =\left(\frac{x^{5}}{12}-\frac{x^{4}}{6}\right) \delta(k)+\left(\frac{5 x^{4}}{12}-i \frac{4 x^{3}}{6}\right) \delta(k-1)+\left(-\frac{10 x^{3}}{12}+\frac{6 x^{2}}{6}\right) \delta(k-2)  \tag{3.43}\\
& +\left(\frac{-10 x^{2}}{12}+i \frac{4 x}{6}\right) \delta(k-3)+\left(\frac{5 x}{12}-\frac{1}{6}\right) \delta(k-4)+\frac{i}{12} \delta(k-5)
\end{align*}
$$

If $k=0$ is written in equality (3.41), than following equality is obtained.

$$
\begin{equation*}
\frac{d^{2} F_{0}(x)}{d x^{2}}+x F_{0}(x)=\left(\frac{x^{5}}{12}-\frac{x^{4}}{6}\right) \tag{3.44}
\end{equation*}
$$

It is clear that $F_{0}(x)$ is selectable as $F_{0}(x)=a x^{4}+b x^{3}+c x^{2}-x+1$ since $F_{0}(0)=$ $1, F_{0}^{\prime}(0)=-1$. If $F_{0}(x)$ is written in the equation (3.44), than $a, b, c$ are obtained as $a=\frac{1}{12}, b=\frac{-1}{6}, c=0$. Thus $F_{0}(x)$ is obtained $F_{0}(x)=\frac{x^{4}}{12}-\frac{x^{3}}{6}-x+1$. If $k=0$ is written in the equation (3.43), following equality is obtained.

$$
\begin{equation*}
-2 F_{2}(x)+x F_{0}(x)=\frac{x^{5}}{12}-\frac{x^{4}}{6} \tag{3.45}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
F_{2}(x)=-\frac{x^{2}}{2}+\frac{x}{2} \tag{3.46}
\end{equation*}
$$

If $k=2$ is written in the equation (3.41), following equality is obtained

$$
\begin{equation*}
\frac{d^{2} F_{2}(x)}{d x^{2}}+x F_{2}(x)+i F_{1}(x)=-\frac{10 x^{3}}{12}+x^{2} \tag{3.47}
\end{equation*}
$$

From (3.46), (3.47) it is seen that

$$
\begin{equation*}
F_{1}(x)=\frac{i x^{3}}{3}-\frac{i x^{2}}{2}-i \tag{3.48}
\end{equation*}
$$

If $k=1$ is written in the equation (3.43), following equality is obtained

$$
\begin{equation*}
-6 F_{3}(x)+x F_{1}(x)+i F_{0}(x)=i\left(\frac{5 x^{4}}{12}-\frac{4 x^{3}}{6}\right) \tag{3.49}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
F_{3}(x)=i\left(\frac{1-2 x}{6}\right) \tag{3.50}
\end{equation*}
$$

Similarly it can be seen that

$$
\begin{equation*}
F_{4}(x)=\frac{1}{12}, F_{5}(x)=F_{6}(x)=F_{7}(x)=\ldots=0 \tag{3.51}
\end{equation*}
$$

Thus, solution of the problem is that:

$$
\begin{aligned}
f(z) & =f(x+i y)=F_{0}(x)+F_{1}(x) y+F_{2}(x) y^{2}+\ldots \\
& =\frac{x^{4}}{12}-\frac{x^{3}}{6}-x+1+\left(\frac{i x^{3}}{3}-\frac{i x^{2}}{2}-i\right) y+\left(-\frac{x^{2}}{2}+\frac{x}{2}\right) y^{2}+i\left(\frac{1-2 x}{6}\right) y^{3}+\frac{1}{12} y^{4} \\
& =\frac{x^{4}+4 i x^{3} y-6 x^{2} y^{2}-4 i x^{3} y^{3}+y^{4}}{12}-\frac{x^{3}+3 i x^{2} y-3 x y^{2}-i y^{3}}{6}-(x+i y)+1 \\
& =\frac{z^{4}}{12}-\frac{z^{3}}{6}-z+1
\end{aligned}
$$

Conclusion 1. In this study, first and second order complex partial derivative equations with variable coefficients were solved by the reduced differential conversion method. The results were seen to be consistent.In addition, two ordinary derivative complex differential equations were solved by the method of reduced differential transformation. Using the method in [10], converting complex partial differential equations into ordinary differential equations and solving them can be considered as another study.

## REFERENCES

[1] I. Altun and K. Koca, "Existence and uniqueness theorems for a certain class of non-linear singular integral equations." vol. 71, no. 2, pp. 1807-1811, 2009, doi: 10.1016/j.na.2009.01.015.
[2] I. Altun, K. Koca, and B. Musayev, "Existence and uniqueness theorems for a certain class of non-linear singular integral equations." vol. 51, no. 2, pp. 181-195, 2006, doi: 10.1080/02781070500333541.
[3] L. Bers, Theory of Pseodo Analytic Functions., 1953.
[4] M. Düz, "Solution of Complex Equations with Adomian Decomposition Method." TWMS J. App. Eng. Math., vol. 7, no. 1, pp. 66-73, 2017.
[5] M. Düz, "Solution of Second Order Complex Equations with Adomian Decomposition Method." , vol. 8, no. 2, pp. 221-231, 2018, doi: 10.7251/BIMVI1802221D.
[6] M. Düz, "Solution of Complex Differential Equations by using Reduced Differential Transform Method." Miskolc Mathematical Notes, pp. 161-170, 2020, doi: 10.18514/MMN.2020.3240.
[7] M. Gülsu and M. Sezer, "Approximate solution to linear complex di风erential equation by a new approximate approach." Appl. Math. Comput., vol. 185, pp. 636-645, 2007, doi: 10.1016/j.amc.2006.07.050.
[8] K. Ishizaki, "Complex Oscillation Theory in Some Complex Domains." , vol. 32, pp. 113-116, 2014.
[9] A. Kamal and T. Yassen, "Existence Solutions of the Complex Linear Differential Equations in Q(p,q) spaces." General Letters in Mathematics, vol. 3, pp. 47-56, 2007.
[10] B. Karaman, "Analytical investigation for modified Riemann-Liouville fractional equal width equation types based on (G'/G) expansion technique." Miskolc Mathematical Notes, vol. 21, no. 1, pp. 219-227, 2020, doi: 10.18514/MMN.2020.3186.
[11] Y. Keskin and G. Oturanç, "Reduced differential transform method for partial differential equations." Int. J. Nonlin. Sci. Lett. A., vol. 1, no. 2, pp. 207-217, 2009, doi: 10.1515/IJNSNS.2009.10.6.741.
[12] Y. Keskin and G. Oturanç, "Reduced differential transform method for solving linear and nonlinear wave equations." Iran. J.. Sci. Technology., vol. 34, no. 2, pp. 113-122, 2010, doi: 10.22099/IJSTS.2010.2170.
[13] F. Mirzaee, N. Samadyar, and S. Alipour, "Numerical solution of high order linear complex differential equations via complex operational matrix method," vol. 76, pp. 1-13, 2019, doi: 10.1007/s40324-018-0151-7.
[14] C. Pommerenke, "On the mean growth of the solutions of complex linear differential equations in the disk." Complex Variables, vol. 1, pp. 23-28, 1982, doi: 10.1016/j.amc.2006.07.050.
[15] W. Tutschke, "Lösung nichtlinearer partieller Differentialgleichungs systenme erster Ordnung in der Ebene durch Verwendung einer komplexen Normalform." vol. 75, no. 2, pp. 283-298, 1976.
[16] I. Vekua, Generalized Analytic Functions., 1959.

## Author's address

## Murat Düz

Karabük University, Faculty of Science, Department of Mathematics, 78050, Karabük, Turkey
E-mail address: mduz@karabuk.edu.tr

