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Abstract. In the present paper, we introduce and study the concepts of statistical convergence
and statistical summability for martingale difference sequences of random variables via deferred
weighted summability mean. We then establish an inclusion theorem concerning the relation
between these two beautiful concepts. Also, based upon our proposed notions, we state and
prove new Korovkin-type approximation theorems with algebraic test functions for a martingale
difference sequence over a Banach space and demonstrate that our theorems effectively extend
and improves most (if not all) of the previously existing results (in statistical and classical ver-
sions). Finally, we present an illustrative example by using the generalized Bernstein polynomial
of a martingale difference sequence in order to demonstrate that our established theorems are
stronger than its traditional and statistical versions.
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1. INTRODUCTION AND MOTIVATION

Let (Ω,F ,P) be a probability measurable space and suppose that (Yn) be a differ-
ence random variable such that Yn = Xn−Xn−1 defined over this space, where (Xn)
and Xn−1 are also random variables belongs to this space. Also, let Fn ⊆ F (n ∈ N)
be a monotonically increasing sequence of σ-fields of measurable sets. Now, con-
sidering the random variable (Yn) and the measurable functions (Fn), we adopt a
stochastic sequence (Yn,Fn;n ∈ N).

A given stochastic sequence (Yn,Fn;n ∈ N) is said to be a martingale difference
sequence if

(i) E|Yn|< ∞,
(ii) E(Yn+1|Fn) = 0 almost surely (a.s.) and

(iii) Yn is a measurable function of F1, F2, · · ·, Fn,
where E is the mathematical expectation.
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Next, we discuss about the above properties of martingale difference sequence of
random variables.

Suppose (Xn) is a martingale sequence with respect to Fn. Also, let

Yn = Xn−Xn−1, n = 2,3, · · ·.

Now,
E|Yn|5 E|Xn|+E|Xn−1|< ∞.

Next,

E(Yn+1|Fn) = E(Xn+1−Xn|Fn)

= E(Xn+1|Fn)−Xn (∵ Xn is a constant on Fn)

= 0 (∵ E(Xn+1|Fn) = Xn).

Since, (Xn) and (Xn−1) are measurable, therefore (Yn) is measurable.
We now recall the definition for convergence of martingale difference sequences

of random variables.

Definition 1. A martingale difference sequence (Yn,Fn;n ∈ N) with E|Yn| is
bounded and Prob(Yn) = 1 (that is, with probability 1) is said to be convergent to
a martingale (Y0,F0), if

lim
n→∞

(Yn,Fn)−→ (Y0,F0) (E|Y0|< ∞).

The notion of statistical convergence has been one of the beautiful aspects of the
sequence space theory and such an interesting notion was introduced by Fast [5].
Subsequently, the notion of probability convergence for sequences of random vari-
ables was introduced and such a notion is more general than the statistical conver-
gence as well as of the usual convergence. Using both the concepts with different
settings, various researchers developed many interesting results in several fields of
pure and applied mathematics such as summability theory, Fourier series, approxim-
ation theory, probability theory, measure theory and so on, see [2,3,7–9,12,15,18,19]
and [23].

Let X ⊆ N, and also let Xn = { j : j 5 n and j ∈ X}. Then the natural density
d(X) of X is defined by

d(X) = lim
n→∞

|Xn|
n

= χ,

where χ is real and a finite number, and |Xn| is the cardinality of Xn.
We now recall the definition of statistical convergence for real sequence.

Definition 2 (see [5]). A given sequence (un) is statistically convergent to κ if, for
each ε > 0,

Xε = { j : j ∈ N and |u j−κ|= ε}
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has zero natural density. Thus, for each ε > 0, we have

d(Xε) = lim
n→∞

|Xε|
n

= 0.

Here, we write
stat lim

n→∞
un = κ.

We now introduce the definition of statistical convergence of martingale difference
sequence for random variables.

Definition 3. A bounded martingale difference sequence (Yn,Fn;n ∈ N) having
probability 1 is said to be statistically convergent to a martingale (Y0,F0) with
E|Y0|< ∞ if, for all ε > 0,

Rε = { j : j 5 n and |(Yj,F j)− (Y0,F0)|= ε}

has zero natural density. That is, for every ε > 0, we have

d(Rε) = lim
n→∞

|Rε|
n

= 0.

Here, we write
statMD lim

n→∞
(Yn,Fn) = (Y0,F0).

Now we present an example illustrating that every martingale difference conver-
gent sequence is statistically convergent, but not conversely.

Example 1. Let (Fn;n ∈ N) be a monotonically increasing sequence of 0-mean
independent random variables over σ-fields and suppose (Xn) is a sequence of n th
partial sum of (Fn;n∈N) such that Xn−Xn−1 =Yn. Consider the sequence of random
variables (Xn) as

Xn =


1 (n = m2;m ∈ N)

0 (otherwise).

It is easy to see that, the martingale difference sequence (Yn,Fn;n ∈N) is statistically
convergent to zero but not simply martingale difference convergent.

Based on our proposed definition, we establish a theorem concerning a relation
between ordinary and statistical versions of convergence of martingale difference
sequences.

Theorem 1. If a martingale difference sequence (Yn,Fn;n ∈ N) is convergent to
a martingale (Y0,F0) with E|Y0| < ∞, then it is statistically convergent to the same
martingale.
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Proof. Let the martingale difference sequence (Yn,Fn;n∈N) be bounded and con-
verges with probability 1, then there exists a martingale (Y0,F0) with E|Y0|< ∞, that
is

lim
n→∞

(Yn,Fn)−→ (Y0,F0).

As the given martingale sequence (Yn,Fn;n ∈ N) is bounded with probability 1, then
for every ε > 0, we have

1
n
{ j : j 5 n and |(Yj,F j)− (Y0,F0)|= ε} ⊆ lim

n→∞
|(Yn,Fn)− (Y0,F0)|< ε.

Consequently, by Definition 3, we obtain
1
n
{ j : j 5 n and |(Yj,F j)− (Y0,F0)|= ε}= 0.

�

Motivated essentially by the above mentioned investigations, we introduce and
study the concepts of statistical convergence and statistical summability for martin-
gale difference sequences of random variables via deferred weighted summability
mean. We then establish an inclusion theorem concerning the relation between these
two beautiful concepts. Also, based upon our proposed notions, we state and prove
new Korovkin-type approximation theorems with algebraic test functions for a mar-
tingale difference sequence over a Banach space and demonstrate that our theorems
effectively extend and improves most (if not all) of the previously existing results
(in statistical and classical versions). Finally, we present an illustrative example by
using the generalized Bernstein polynomial of a martingale difference sequence in
order to demonstrate that our established theorems are stronger than its traditional
and statistical versions.

2. DEFERRED WEIGHTED MARTINGALE DIFFERENCE SEQUENCE

Let (an) and (bn) be sequences of non-negative integers such that an < bn and
lim
n→∞

bn =+∞, and let (pi) be a sequence of non-negative numbers such that

Pn =
bn

∑
i=an+1

pi.

Then the deferred weighted mean for the martingale difference sequence
(Yn,Fn;n ∈ N) of random variables is defined by

W(Yn,Fn) =
1
Pn

bn

∑
i=an+1

pi(Yi,Fi).

It will be interesting to see that, for pi = 1, W(Yn,Fn) reduces to deferred Cesàro
mean {D(Xn,Fn) : Xn = ∑

n
i=1Yi} which has been recently introduced by Srivastava
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et al. [17]. Moreover, recalling another result of Srivastava et al. [20] via deferred
Nörlund mean Db

a(N, p,q) for real sequence given by

tn =
1

Rn

bn

∑
m=an+1

pbn−mqmxm,

one can also extend the same for the martingale difference sequence.
We now present the definitions of deferred weighted statistical convergence and

statistically deferred weighted summability of martingale difference sequences of
random variables.

Definition 4. Let (an) and (bn) be sequences of non-negative integers, and let
(pn) be a sequence of non-negative numbers. A bounded martingale difference se-
quence (Yn,Fn;n ∈N) of random variables having probability 1 is deferred weighted
statistically convergent to a martingale (Y0,F0) with E|Y0|< ∞ if, for all ε > 0,

Yε = { j : j 5 Pn and p j|(Yj,F j)− (Y0,F0)|= ε}

has zero natural density. That is, for every ε > 0, we have

lim
n→∞

1
Pn
|{ j : j 5 Pn and p j|(Yj,F j)− (Y0,F0)|= ε}|= 0.

We write
DWMDstat lim

n→∞
(Yn,Fn) = (Y0,F0).

Definition 5. Let (an) and (bn) be sequences of non-negative integers, and let
(pn) be a sequence of non-negative numbers. A bounded martingale difference se-
quence (Yn,Fn;n ∈ N) of random variables having probability 1 is statistically de-
ferred weighted summable to a martingale (Y0,F0) with E|Y0|< ∞ if, for all ε > 0,

Zε = { j : an < j 5 bn and |W(Yj,F j)− (Y0,F0)|= ε}

has zero natural density. That is, for every ε > 0, we have

lim
n→∞

|{ j : an < j 5 bn and |W(Yj,F j)− (Y0,F0)|= ε}|
bn−an

= 0.

We write
statDWMD lim

n→∞
W(Yj,F j) = (Y0,F0).

Now we establish an inclusion theorem concerning the above mentioned two new
interesting definitions.

Theorem 2. If a given martingale difference sequence (Yn,Fn;n ∈ N) of random
variables is deferred weighted statistically convergent to a martingale (Y0,F0) with
E|Y0|<∞, then it is statistically deferred weighted summable to the same martingale,
but not conversely.



278 BIDU BHUSAN JENA AND SUSANTA KUMAR PAIKRAY

Proof. Suppose the given martingale sequence (Yn,Fn;n∈N) of random variables
is deferred weighted statistically convergent to a martingale (Y0,F0) with E|Y0|< ∞,
then by Definition 4, we have

lim
n→∞

1
Pn
|{ j : j 5 Pn and p j|(Yj,F j)− (Y0,F0)|= ε}|= 0.

Now assuming two sets as follows:

Wε = { j : j 5 Pn and p j|(Yj,F j)− (Y0,F0)|= ε}

and
W c

ε = { j : j 5 Pn and p j|(Yj,F j)− (Y0,F0)|< ε},
we have

|W(Yn,Fn)− (Y0,F0)|=

∣∣∣∣∣ 1
Pn

bn

∑
i=an+1

pi(Yi,Fi)− (Y0,F0)

∣∣∣∣∣
5

∣∣∣∣∣ 1
Pn

bn

∑
i=an+1

pi [(Yi,Fi)− (Y0,F0)]

∣∣∣∣∣
+

∣∣∣∣∣ 1
Pn

bn

∑
i=an+1

pi(Y0,F0)− (Y0,F0)

∣∣∣∣∣
5

1
Pn

bn

∑
i=an+1
( j∈Wε)

|pi(Yi,Fi)− (Y0,F0)|

+
1
Pn

bn

∑
i=an+1
( j∈W c

ε )

|pi(Yi,Fi)− (Y0,F0)|

+ |(Y0,F0)|

∣∣∣∣∣ 1
Pn

bn

∑
i=an+1

pi−1

∣∣∣∣∣
5

1
Pn

∣∣Wε

∣∣+ 1
Pn
|W c

ε |= 0.

Clearly, we obtain
|W(Yn,Fn)− (Y0,F0)|< ε.

Thus, the martingale difference sequence (Yn,Fn;n ∈ N) of random variables is stat-
istically deferred weighted summable to the martingale (Y0,F0) with E|Y0|< ∞.

Next, in support of the non-validity of the converse statement, we present here
an example demonstrating that a statistically deferred weighted summable martin-
gale difference sequence of random variables is not necessarily deferred weighted
statistically convergent.
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Example 2. Suppose that an = 2n, bn = 4n and pn = n, and let (Fn;n ∈ N) be a
monotonically increasing sequence of 0-mean independent random variables of σ-
fields and suppose that (Xn) is a sequence of n th partial sum of (Fn;n ∈N) such that
Xn−Xn−1 = Yn. Consider the sequence of random variables (Xn) as

Xn =


1 (n = even)

−1 (n = odd).

It is easy to see that, the martingale difference sequence (Yn,Fn;n ∈ N) is neither
convergent nor deferred weighted statistically convergent; however, it is deferred
weighted summable to 0. Therefore, it is statistically deferred weighted summable to
0.

�

3. A KOROVKIN-TYPE THEOREM FOR MARTINGALE DIFFERENCE SEQUENCE

Quite recently, a few researchers worked toward extending (or generalizing) the
approximation of Korovkin-type theorems in different fields of mathematics such
as sequence space, Banach space, Probability space, Measurable space, etc. This
concept is extremely valuable in Real Analysis, Functional Analysis, Harmonic Ana-
lysis, and so on. Here, we like to refer the interested readers to the recent works
[4, 13, 18, 20, 21] and [26].

In fact, we establish here the statistical versions of new Korovin-type approxim-
ation theorems for martingale difference sequences of positive linear operators via
deferred weighted summability mean.

Let C ([0,1]) be the space of all real valued continuous functions defined on [0,1]
under the norm ‖.‖∞. Also, let C [0,1] be a Banach space. Then for f ∈ C [0,1], the
norm of f denoted by ‖ f‖ is given by

‖ f‖∞ = sup
x∈[0,1]

{| f (x)|}.

We say that, an operator A is a martingale difference sequence of positive linear
operators provided that

A( f ;x)= 0 whenever f = 0, with A( f ;x)< ∞ and Prob(A( f ;x)) = 1.

Theorem 3. Let
Am : C [0,1]→ C [0,1]

be a martingale difference sequence of positive linear operators. Then, for all
f ∈ C [0,1],

DWMDstat lim
m→∞
‖Am( f ;x)− f (x)‖∞ = 0 (3.1)
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if and only if

DWMDstat lim
m→∞
‖Am(1;x)−1‖∞ = 0, (3.2)

DWMDstat lim
m→∞
‖Am(2x;x)−2x‖∞ = 0 (3.3)

and

DWMDstat lim
m→∞
‖Am(3x2;x)−3x2‖∞ = 0. (3.4)

Proof. Since each of the following functions

f0(x) = 1, f1(x) = 2x and f2(x) = 3x2

belong to C [0,1] and are continuous, the implication given by (3.1) implies (3.2) to
(3.4) is obvious.

In order to complete the proof of the Theorem 3, we first assume that the conditions
(3.2) to (3.4) hold true. If f ∈ C [0,1], then there exists a constant N > 0 such that

| f (x)|5N (∀ x ∈ [0,1]).

We thus find that

| f (r)− f (x)|5 2N (r,x ∈ [0,1]). (3.5)

Clearly, for given ε > 0, there exists δ > 0 such that

| f (r)− f (x)|< ε (3.6)

whenever
|r− x|< δ, for all r,x ∈ [0,1].

Let us choose
ϕ1 = ϕ1(r,x) = (2r−2x)2.

If |r− x|= δ, then we obtain

| f (r)− f (x)|< 2N
δ2 ϕ1(r,x). (3.7)

From equation (3.6) and (3.7), we get

| f (r)− f (x)|< ε+
2N
δ2 ϕ1(r,x),

which implies that

−ε− 2N
δ2 ϕ1(r,x)5 f (r)− f (x)5 ε+

2N
δ2 ϕ1(r,x). (3.8)

Now, since Am(1;x) is monotone and linear, by applying the operator Am(1;x) to this
inequality, we have

Am(1;x)
(
−ε− 2N

δ2 ϕ1(r,x)
)
5 Am(1;x)( f (r)− f (x))
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5 Am(1;x)
(

ε+
2N
δ2 ϕ1(r,x)

)
.

We note that x is fixed and so f (x) is a constant number. Therefore, we have

−εAm(1;x)− 2N
δ2 Am(ϕ1;x)5 Am( f ;x)− f (x)Am(1;x)

5 εAm(1;x)+
2N
δ2 Am(ϕ1;x). (3.9)

Also, we know that

Am( f ;x)− f (x) = [Am( f ;x)− f (x)Am(1;x)]+ f (x)[Am(1;x)−1]. (3.10)

Using (3.9) and (3.10), we have

Am( f ;x)− f (x)< εAm(1;x)+
2A
δ2 Am(ϕ1;x)+ f (x)[Am(1;x)−1]. (3.11)

We now estimate Am(ϕ1;x) as follows:

Am(ϕ1;x) = Am((2r−2x)2;x) = Am(2r2−8xr+4x2;x)

= Am(4r2;x)−8xAm(r;x)+4x2Am(1;x)

= 4[Am(r2;x)− x2]−8x[Am(r;x)− x]

+4x2[Am(1;x)−1].

Using (3.11), we obtain

Am( f ;x)− f (x)< εAm(1;x)+
2N
δ2 {4[Am(r2;x)− x2]

−8x[Am(r;x)− x]+4x2[Am(1;x)−1]}
+ f (x)[Am(1;x)−1].

= ε[Am(1;x)−1]+ ε+
2N
δ2 {4[Am(r2;x)− x2]

−8x[Am(r;x)− x]+4x2[Am(1;x)−1]}
+ f (x)[Am(1;x)−1].

Since ε > 0 is arbitrary, we can write

|Am( f ;x)− f (x)|5 ε+

(
ε+

8N
δ2 +N

)
|Am(1;x)−1|

+
16N

δ2 |Am(r;x)− x|+ 8N
δ2 |Am(r2;x)− x2|

5 E(|Am(1;x)−1|+ |Am(r;x)− x|
+ |Am(r2;x)− x2|), (3.12)
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where

E = max
(

ε+
8N
δ2 +N ,

16N
δ2 ,

8N
δ2

)
.

Now, for a given µ > 0, there exists ε > 0 (ε < µ), we get

Gm(x;µ) = {m : m5 Pn and pm |Am( f ;x)− f (x)|= µ} .

Furthermore, for k = 0,1,2, we have

Gk,m(x;µ) =
{

m : m5 Pn and pm |Am( f ;x)− fk(x)|=
µ− ε

3E

}
,

so that,

Gm(x;µ)5
2

∑
k=0

Gk,m(x;µ).

Clearly, we obtain

‖Gm(x;µ)‖C [0,1]

Pn
5

2

∑
k=0

‖Gk,m(x;µ)‖C [0,1]

Pn
. (3.13)

Now, using the above assumption about the implications in (3.2) to (3.4) and by
Definition 4, the right-hand side of (3.13) is seen to tend to zero as n→ ∞. Con-
sequently, we get

lim
n→∞

‖Gm(x;µ)‖C [0,1]

Pn
= 0 (δ,µ > 0).

Therefore, implication (3.1) holds true. This completes the proof of Theorem 3. �

Next, by using Definition 5, we present the following theorem.

Theorem 4. Let Am : C [0,1]→ C [0,1] be a martingale difference sequence of
positive linear operators and let f ∈ C [0,1]. Then

statDWMD lim
m→∞
‖Am( f ;x)− f (x)‖∞ = 0 (3.14)

if and only if

statDWMD lim
m→∞
‖Am(1;x)−1‖∞ = 0, (3.15)

statDWMD lim
m→∞
‖Am(2x;x)−2x‖∞ = 0 (3.16)

and

statDMD lim
m→∞
‖Am(3x2;x)−3x2‖∞ = 0. (3.17)

Proof. The proof of Theorem 4 is similar to the proof of Theorem 3. We, therefore,
choose to skip the details involved. �
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We present below an illustrative example for the martingale difference sequence of
positive linear operators that does not satisfy the conditions of the weighted statistical
convergence versions of Korovkin-type approximation Theorem 3 and also the res-
ults of Srivastava et al. [22], and Paikray et al. [11], but it satisfies the conditions of
statistical weighted summability versions of our Korovkin-type approximation The-
orem 4. Thus, our Theorem 4 is stronger than the results asserted by Theorem 3 and
also, the results of Srivastava et al. [22] and Paikray et al. [11].

We now recall the operator

ϑ(1+ϑD)

(
D =

d
dϑ

)
,

which was used by Al-Salam [1] and, more recently, by Viskov and Srivastava [25]
(see [14] and the monograph by Srivastava and Manocha [24] for various general
families of operators and polynomials of this kind). Here, in our Example 3 below,
we use this operator in conjunction with the Bernstein polynomial.

Example 3. We consider Bernstein polynomial Bm( f ;ϑ) on C[0,1] given by

Bm( f ;ϑ) =
n

∑
m=0

f
(m

n

)(n
m

)
ϑ

m(1−ϑ)n−m (ϑ ∈ [0,1]). (3.18)

Next, we present the martingale difference sequences of positive linear operators on
C[0,1] defined as follows:

Am( f ;ϑ) = [1+(Yn,Fn)]ϑ(1+ϑD)Bm( f ;ϑ) (∀ f ∈C[0,1]), (3.19)

where (Yn,Fn) is already mentioned in Example 2.
Now, we calculate the values of the functions 1, 2ϑ and 3ϑ2 by using our proposed

operators (3.19),

Am(1;ϑ) = [1+(Ym,Fm)]ϑ(1+ϑD)1 = [1+(Ym,Fm)]ϑ,

Am(2ϑ;ϑ) = [1+(Xm,Fm)]ϑ(1+ϑD)2ϑ = [1+(Ym,Fm)]ϑ(1+2ϑ),

and

Am(3ϑ
2;ϑ) = [1+(Ym,Fm)]ϑ(1+ϑD)3

{
ϑ

2 +
ϑ(1−ϑ)

m

}
= [1+(Ym,Fm)]

{
ϑ

2
(

6− 9ϑ

m

)}
,

so that we have

statDWMD lim
m→∞
‖Am(1;ϑ)−1‖∞ = 0,

statDWMD lim
m→∞
‖Am(2ϑ;ϑ)−2ϑ‖∞ = 0

and

statDWMD lim
m→∞
‖Am(3ϑ

2;ϑ)−3ϑ
2‖∞ = 0.
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Consequently, the sequence Am( f ;ϑ) satisfies the conditions (3.15) to (3.17). There-
fore, by Theorem 4, we have

statDWMD lim
m→∞
‖Am( f ;ϑ)− f‖∞ = 0.

Here, the given martingale difference sequence (Ym,Fm) of functions in Example 2 is
statistically deferred weighted summable but not deferred weighted statistically con-
vergent. Thus, martingale difference operators defined by (3.19) satisfy the Theorem
4; however, it is not satisfying Theorem 3.

Moreover, if one considers the positive linear operators of the types Baskakov and
Szász-Mirakyan [6], and Beta Szász-Mirakjan [16] in place of Bernstein polynomial
Bm( f ;ϑ) in Example 3, then with the same algebraic test functions it will also satisfy
the conclusion of Korovkin-type approximation theorem via our purposed mean for
martingale difference sequences of random variables. Consequently, these operators
are also valid for Theorem 4; however, it will not satisfy Theorem 3.

4. CONCLUDING REMARKS AND OBSERVATIONS

In this concluding section of our investigation, we present several further remarks
and observations concerning to various results which we have proved here.

Remark 1. Let (Yn,Fn;n ∈ N) be a martingale difference sequence given in Ex-
ample 2. Then, since

statDWMD lim
m→∞

Ym = 0 on [0,1],

we have

statDWMD lim
m→∞
‖Am( fk;x)− fk(x)‖∞ = 0 (k = 0,1,2). (4.1)

Thus, by Theorem 4, we can write

statDWMD lim
m→∞
‖Am( f ;x)− f (x)‖∞ = 0, (4.2)

where
f0(x) = 1, f1(x) = 2x and f2(x) = 3x2.

Here, the martingale difference sequence (Yn,Fn;n ∈ N) is neither statistically con-
vergent nor converges uniformly in the ordinary sense; thus, the classical and statist-
ical versions of Korovkin-type theorems do not work here for the operators defined
by (3.19). Hence, this application indicates that our Theorem 4 is a non-trivial gen-
eralization of the classical as well as statistical versions of Korovkin-type theorems
(see [5] and [10]).

Remark 2. Let (Yn,Fn;n ∈ N) be a martingale difference sequence given already
in Example 2. Then, since

statDWMD lim
m→∞

Ym = 0 on [0,1],
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so (4.1) holds true. Now, by applying (4.1) and Theorem 4, condition (4.2) also holds
true. However, since the martingale difference sequence (Yn,Fn;n ∈ N) is not de-
ferred weighted statistically convergent but it is statistically deferred weighted sum-
mable. Thus, Theorem 4 is certainly a non-trivial extension of Theorem 3. Therefore,
Theorem 4 is stronger than Theorem 3.
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