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Abstract. In this paper, firstly, we introduce the concept of a complex valued fuzzy $b$-metric space, which is inspired by the work of Shukla et al. [24]. Also, we investigate some of its topological properties which strengthen this concept. Next, we establish some fixed point theorems in the context of complex valued fuzzy $b$-metric spaces and give suitable examples to illustrate the usability of the obtained main results. These results extend and generalize the corresponding results given in the existing literature. Moreover, we provide some applications on the existence and uniqueness of solutions for a certain type of nonlinear integral equations.
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1. INTRODUCTION

Fixed point theory plays a fundamental role in mathematics and applied sciences, such as optimization, mathematical models and economic theories. Also, this theory have been applied to show the existence and uniqueness of the solutions of differential equations, integral equations and many other branches of mathematics [6, 18, 19]. A basic result in fixed point theory is the Banach contraction principle. Since the appearance of this principle, there has been a lot of activity in this area.

In 2011, Azam et al. [4] defined the notion of a complex valued metric space which is more general than the well-known metric space and obtained some fixed point results for a pair of mappings satisfying a rational inequality. In this line, Rouzkard et al. [21] studied some common fixed point theorems in this space to generalize the result of [4]. Ahmad et al. [3] investigated some common fixed point results for the mappings satisfying rational expressions on a closed ball in such space. Later, Rao et al. [20] gave a common fixed point theorem in complex valued $b$-metric spaces, generalizing both the $b$-metric spaces introduced by Czerwik [5] and the complex valued metric spaces. After the establishment of this new idea, Mukhemier [14] presented common fixed point results of two self-mappings satisfying a rational inequality in complex valued $b$-metric spaces. Verma [26] studied common fixed point theorems
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using property (CLCS) in these spaces. In recent years, there has been a considerable literature on fixed point theory in complex valued metric spaces [1, 15, 16, 25].

In 1965, Zadeh [28] introduced the concept of a fuzzy set theory to deal with the unclear or inexplicit situations in daily life. Using this theory, Kramosil and Michalek [12] defined the concept of a fuzzy metric space. Grabiec [8] gave contractive mappings on a fuzzy metric space and extended fixed point theorems of Banach and Edelstein in such space. Successively, George and Veeramani [7] slightly modified the notion of a fuzzy metric space introduced by Kramosil and Michalek [12] and then obtained a Hausdorff topology and a first countable topology on it. In the light of the results given in [7], Sapena [22] gave some examples and properties of fuzzy metric spaces. Also, Shukla et al. [24] extended the concept of fuzzy metric space to complex valued fuzzy metric space and obtained some fixed point results in this space. In recent years, many researchers have improved and generalized fixed point results for various contractive mappings in fuzzy metric spaces [3,9,10,13,17,23,27].

In this paper, we introduce the concept of a complex valued fuzzy \( b \)-metric space, generalizing both the notion of a complex valued fuzzy metric space introduced by Shukla et al. [24] and the notion of a \( b \)-metric space. Then, we give the topology induced by this space and also study some properties about this topology such as Hausdorffness. Moreover, we present some fixed point theorems for contraction mappings in this more general class of fuzzy metric spaces. Finally, we investigate the applicability of the obtained results to integral equations and show a concrete example which illustrate the application part.

2. Preliminaries

Consistent with Shukla, Rodriguez-Lopez and Abbas [24], the following definitions and results will be needed in what follows.

\( \mathbb{C} \) denotes the complex number system over the field of real numbers. We set \( P = \{(a, b): 0 \leq a < \infty, 0 \leq b < \infty\} \subset \mathbb{C} \). The elements \((0,0),(1,1) \in P\) are denoted by \( \theta \) and \( \ell \), respectively.

Define a partial ordering \( \preceq \) on \( \mathbb{C} \) by \( c_1 \preceq c_2 \) (or, equivalently, \( c_2 \succeq c_1 \)) if and only if \( c_2 - c_1 \in P \). We write \( c_1 \prec c_2 \) (or, equivalently, \( c_2 \succ c_1 \)) to indicate \( \text{Re}(c_1) < \text{Re}(c_2) \) and \( \text{Im}(c_1) < \text{Im}(c_2) \) (see, also, [4]). The sequence \( \{c_n\} \) in \( \mathbb{C} \) is said to be monotonic with respect to \( \preceq \) if either \( c_n \preceq c_{n+1} \) for all \( n \in \mathbb{N} \) or \( c_{n+1} \preceq c_n \) for all \( n \in \mathbb{N} \).

We define the closed unit complex interval by \( I = \{(a,b): 0 \leq a \leq 1, 0 \leq b \leq 1\} \), and the open unit complex interval by \( I_0 = \{(a,b): 0 < a < 1, 0 < b < 1\} \). \( P_0 \) denotes the set \( \{(a,b): 0 < a < \infty, 0 < b < \infty\} \). It is obvious that for \( c_1, c_2 \in \mathbb{C}, c_1 \prec c_2 \) if and only if \( c_2 - c_1 \in P_0 \).

For \( A \subset \mathbb{C} \), if there exists an element \( \inf A \in \mathbb{C} \) such that it is a lower bound of \( A \), that is, \( \inf A \preceq a \) for all \( a \in A \) and \( u \preceq \inf A \) for every lower bound \( u \in \mathbb{C} \) of \( A \), then \( \inf A \) is called the greatest lower bound or infimum of \( A \). Similarly, we define \( \sup A \), the least upper bound or supremum of \( A \), in usual manner.
Remark 1 ([24]). Let \( c_n \in P \) for all \( n \in \mathbb{N} \). Then,

(i) If the sequence \( \{c_n\} \) is monotonic with respect to \( \preceq \) and there exists \( \alpha, \beta \in P \) such that \( \alpha \preceq c_n \preceq \beta \), for all \( n \in \mathbb{N} \), then there exists a \( c \in P \) such that \( \lim_{n \to \infty} c_n = c \).

(ii) Although the partial ordering \( \preceq \) is not a linear (total) order on \( \mathbb{C} \), the pair \( (\mathbb{C}, \preceq) \) is a lattice.

(iii) If \( S \subseteq \mathbb{C} \) is such that there exist \( \alpha, \beta \in \mathbb{C} \) with \( \alpha \preceq s \preceq \beta \) for all \( s \in S \), then \( \inf S \) and \( \sup S \) both exist.

Remark 2 ([24]). Let \( c_n, c'_n, z \in P \), for all \( n \in \mathbb{N} \). Then,

(i) If \( c_n \preceq c'_n \preceq \ell \) for all \( n \in \mathbb{N} \) and \( \lim_{n \to \infty} c_n = \ell \), then \( \lim_{n \to \infty} c'_n = \ell \).

(ii) If \( c_n \preceq z \) for all \( n \in \mathbb{N} \) and \( \lim_{n \to \infty} c_n = c \in P \), then \( c \preceq z \).

(iii) If \( z \preceq c_n \) for all \( n \in \mathbb{N} \) and \( \lim_{n \to \infty} c_n = c \in P \), then \( z \preceq c \).

Definition 1 ([24]). Let \( \{c_n\} \) be a sequence in \( P \). Then, the sequence \( \{c_n\} \) is said to diverge to \( \infty \) as \( n \to \infty \), and we write \( \lim_{n \to \infty} c_n = \infty \), if for all \( c \in P \) there exists an \( n_0 \in \mathbb{N} \) such that \( c \preceq c_n \) for all \( n > n_0 \).

Definition 2 ([24]). Let \( X \) be a nonempty set. A complex fuzzy set \( M \) is characterized by a mapping with domain \( X \) and values in the closed unit complex interval \( I \).

Definition 3 ([24]). A binary operation \( * : I \times I \to I \) is called a complex valued \( t \)-norm if:

\[(n_1) \ c_1 * c_2 = c_2 * c_1;\]
\[(n_2) \ c_1 * c_2 \preceq c_3 * c_4 \text{ whenever } c_1 \preceq c_3, c_2 \preceq c_4;\]
\[(n_3) \ c_1 * (c_2 * c_3) = (c_1 * c_2) * c_3;\]
\[(n_4) \ c * \theta = \theta, \ c * \ell = c\]

for all \( c, c_1, c_2, c_3, c_4 \in I \).

Example 1 ([24]). Let the binary operations \( *_1, *_2, *_3 : I \times I \to I \) be defined, respectively, by

\[(1) \ c_1 *_1 c_2 = (a_1 a_2, b_1 b_2), \text{ for all } c_1 = (a_1, b_1), c_2 = (a_2, b_2) \in I;\]
\[(2) \ c_1 *_2 c_2 = (\min\{a_1, a_2\}, \min\{b_1, b_2\}), \text{ for all } c_1 = (a_1, b_1), c_2 = (a_2, b_2) \in I;\]
\[(3) \ c_1 *_3 c_2 = (\max\{a_1 + a_2 - 1, 0\}, \max\{b_1 + b_2 - 1, 0\})\]

for all \( c_1 = (a_1, b_1), c_2 = (a_2, b_2) \in I \).

Then, \( *_1, *_2 \) and \( *_3 \) are complex valued \( t \)-norms.

Example 2 ([24]). Define \( *_4 : I \times I \to I \) as follows:

\[c_1 *_4 c_2 = \begin{cases} 
(a_1, b_1), & \text{if } (a_2, b_2) = \ell; \\
(a_2, b_2), & \text{if } (a_1, b_1) = \ell; \\
\theta, & \text{otherwise},
\end{cases}\]

for all \( c_1 = (a_1, b_1), c_2 = (a_2, b_2) \in I \). Then, \( *_4 \) is a complex valued \( t \)-norm.
Definition 4 ([24]). Let $X$ be a nonempty set, $*$ a continuous complex valued $t$-norm and $M$ a complex fuzzy set on $X^2 \times P_0$ satisfying the following conditions:

(M1) $\theta \prec M(x, y, c)$;
(M2) $M(x, y, c) = \ell$ for every $c \in P_0$ if and only if $x = y$;
(M3) $M(x, y, c) = M(y, x, c)$;
(M4) $M(x, y, c) * M(y, z, c') \preceq M(x, z, c + c')$;
(M5) $M(x, y, c) : P_0 \rightarrow I$ is continuous

for all $x, y, z \in X$ and $c, c' \in P_0$.

Then, the triplet $(X, M, *)$ is called a complex valued fuzzy metric space and $M$ is called a complex valued fuzzy metric on $X$. A complex valued fuzzy metric can be thought of as the degree of nearness between two points of $X$ with respect to a complex parameter $c \in P_0$.

3. ON COMPLEX VALUED FUZZY $b$-METRIC SPACES

In this section, we present the notion of a complex valued fuzzy $b$-metric space and study some of its topological aspects which strengthen this concept.

Definition 5. Let $X$ be a nonempty set, $s \geq 1$ a given real number, $*$ a continuous complex valued $t$-norm and $M$ a complex fuzzy set on $X^2 \times P_0$ satisfying the following conditions:

(bM1) $\theta \prec M(x, y, c)$;
(bM2) $M(x, y, c) = \ell$ for every $c \in P_0$ if and only if $x = y$;
(bM3) $M(x, y, c) = M(y, x, c)$;
(bM4) $M(x, y, c) * M(y, z, c') \preceq M(x, z, s(c + c'))$;
(bM5) $M(x, y, c) : P_0 \rightarrow I$ is continuous

for all $x, y, z \in X$ and $c, c' \in P_0$.

Then, the quadruple $(X, M, *, s)$ is called a complex valued fuzzy $b$-metric space and $M$ is called a complex valued fuzzy $b$-metric on $X$.

It is seen that the above definition coincides with that of the complex valued fuzzy metric when $s = 1$. Thus, the class of the complex valued fuzzy $b$-metric spaces is larger than that of the complex valued fuzzy metric spaces, that is, every complex valued fuzzy metric space is a complex valued fuzzy $b$-metric space.

Now, we shall give the examples of complex valued fuzzy $b$-metric spaces induced by the $b$-metric spaces.

Example 3. Let $(X, d, s)$ be a $b$-metric space. Let us consider a complex fuzzy set $M : X^2 \times P_0 \rightarrow I$ such that

$$M(x, y, c) = \frac{a \cdot b}{ab + d(x, y) - \ell},$$

where $c = (a, b) \in P_0$. Then, $(X, M, *, 2, s)$ is a complex valued fuzzy $b$-metric space.
Example 4. Let \((X, d, s)\) be a \(b\)-metric space. Define the mapping \(M : X^2 \times P_0 \to I\) by
\[ M(x,y,c) = e^{- \frac{d(x,y)}{\alpha + \beta} \ell}, \]
where \(c = (a,b) \in P_0\). Then, \((X, M, \ast_2, 2s)\) is a complex valued fuzzy \(b\)-metric space.

As shown in the following examples, every complex valued fuzzy \(b\)-metric space may not be induced by a \(b\)-metric space.

Example 5. Let \(X = (3, +\infty)\) and let \(M : X^2 \times P_0 \to I\) be defined by
\[ M(x,y,c) = \begin{cases} \ell, & \text{if } x = y; \\ \left(\frac{1}{\alpha} + \frac{1}{\beta}\right)\ell, & \text{if } x \neq y. \end{cases} \]

Then, it is easy to see that \((X, M, \ast_3, s)\) is a complex valued fuzzy \(b\)-metric space. Moreover, there is not a \(b\)-metric \(d\) on \(X\) inducing the given complex valued fuzzy \(b\)-metric.

Example 6. Let \(X = (0, +\infty)\) be endowed with the mapping \(M : X^2 \times P_0 \to I\) given by
\[ M(x,y,c) = \begin{cases} \left(\frac{1}{\alpha}\right)^{\alpha\ell}, & \text{if } x \leq y; \\ \left(\frac{1}{\beta}\right)^{\beta\ell}, & \text{if } y \leq x, \end{cases} \]
where \(a > 0\). Then, \((X, M, \ast_1, s)\) is a complex valued fuzzy \(b\)-metric space. Also, there is not a \(b\)-metric \(d\) on \(X\) inducing the given complex valued fuzzy \(b\)-metric.

Lemma 1. Let \((X, M, \ast, s)\) be a complex valued fuzzy \(b\)-metric space and \(c_1, c_2 \in \mathbb{C}\). If \(c_1 \prec c_2\), then \(M(x,y,c_1) \leq M(x,y,sc_2)\) for all \(x, y \in X\).

Proof. Let us take \(c_1, c_2 \in P_0\) such that \(c_1 \prec c_2\). Therefore, \(c_2 - c_1 \in P_0\) and so we have that for all \(x, y \in X\)
\[ M(x,y,c_1) = \ell \ast M(x,y,c_1) = M(x,x,c_2 - c_1) \ast M(x,y,c_1) \leq M(x,y,sc_2). \]

Let \((X, M, \ast, s)\) be a complex valued fuzzy \(b\)-metric space. An open ball \(B_M(x,r,c)\) with center \(x \in X\) and radius \(r \in I_0\), \(c \in P_0\) is defined by
\[ B_M(x,r,c) = \{ y \in X : \ell - r \prec M(x,y,c) \}. \]

Definition 6. Let \((X, M, \ast, s)\) be a complex valued fuzzy \(b\)-metric space. Then, \((X, M, \ast, s)\) is called a Hausdorff space if for any two distinct points \(x, y \in X\), there exist two open balls \(B(x,r_1,c_1)\) and \(B(y,r_2,c_2)\) such that \(B(x,r_1,c_1) \cap B(y,r_2,c_2) = \emptyset\).

Theorem 1. Every complex valued fuzzy \(b\)-metric space is a Hausdorff space.

Proof. Let \((X, M, \ast, s)\) be a complex valued fuzzy \(b\)-metric space and \(x, y \in X\) with \(x \neq y\). Then, we have \(\emptyset \prec M(x,y,c) \prec \ell\). Taking \(M(x,y,c) = r\), we obtain an \(r_1 \in I_0\) such that \(r \prec r_1 \prec \ell\). Therefore, there exists an \(r_2 \in I_0\) satisfying \(r_2 \ast r_2 \succ r_1\). It is clear that \(x \in B(x,\ell - r_2, \frac{\ell}{2})\) and \(y \in B(y,\ell - r_2, \frac{\ell}{2})\). Also, we verify that \(B(x,\ell - r_2, \frac{\ell}{2}) \cap \emptyset\).
$B(y, \ell - r_2, \frac{c}{2s}) = \emptyset$. Suppose instead that there is a $z \in B(x, \ell - r_2, \frac{c}{2s}) \cap B(y, \ell - r_2, \frac{c}{2s})$. Hence,

$$r < r_1 < r_2 \neq M(x, z, \frac{c}{2s}) \neq M(y, z, \frac{c}{2s}) \leq M(x, y, c) = r$$

and so we get a contradiction. \qed

**Theorem 2.** Let $(X, M, \star, s)$ be a complex valued fuzzy $b$-metric space. Then, the family

$$\tau_M = \{ G \subseteq X : \text{for all } x \in G, \text{ there exist } r \in I_0 \text{ and } c \in P_0 \text{ such that } B_M(x, r, c) \subseteq G \}$$

is a topology on $X$.

**Proof.** It is enough to show that if $G_1, G_2 \in \tau_M$, then $G_1 \cap G_2 \in \tau_M$, since the other axioms are readily verified. Let $x \in G_1 \cap G_2$. Then, there exist $r_1 = (a_1, b_1), r_2 = (a_2, b_2) \in I_0$ and $c_1 = (m_1, n_1), c_2 = (m_2, n_2) \in P_0$ such that $B_M(x, r_1, c_1) \subseteq G_1$ and $B_M(x, r_2, c_2) \subseteq G_2$. Take

$$r = (\min\{a_1, a_2\}, \min\{b_1, b_2\}) \text{ and } c = (\min\{\frac{m_1}{s}, \frac{m_2}{s}\}, \min\{\frac{n_1}{s}, \frac{n_2}{s}\}).$$

It is clear that $r \in I_0$ and $c \in P_0$. Therefore, by applying Lemma 1, we get $B(x, r, c) \subseteq B(x, r_1, c_1)$ and $B(x, r, c) \subseteq B(x, r_2, c_2)$. Thus, we obtain $B(x, r, c) \subseteq G_1 \cap G_2$, completing the proof. \qed

Then, $(X, \tau_M)$ is called the topological space induced by the complex valued fuzzy $b$-metric space $(X, M, \star, s)$.

**Example 7.** (i) The complex valued fuzzy $b$-metric space defined in Example 5 induces the discrete topological space on $X$ since for $x \in X$, $B_M(x, r, c) = \{x\}$ whenever $r_1 = r_2 < \frac{1}{4} - \frac{1}{s}$.

(ii) The complex valued fuzzy $b$-metric space defined in Example 6 induces the usual topological space on $X \subseteq \mathbb{R}$ because

$$B_M(x, r, c) = \left(\max\{x(1 - r_1)^{\frac{1}{2}}, x(1 - r_2)^{\frac{1}{2}}\}, \min\left\{\frac{x}{(1 - r_1)^{\frac{1}{2}}}, \frac{x}{(1 - r_2)^{\frac{1}{2}}}\right\}\right)$$

for $x \in X$, $r \in I_0$ and $c \in P_0$.

**Proposition 1.** Let $(X, M_1, \star, s)$ and $(X, M_2, \star, s)$ be two complex valued fuzzy $b$-metric spaces. Define the mappings $M : X^2 \times P_0 \rightarrow I$ and $N : X^2 \times P_0 \rightarrow I$ by

$$M(x, y, c) = M_1(x, y, c) \star M_2(x, y, c),$$

and

$$N(x, y, c) = \left(\min\{Re(M_1(x, y, c)), Re(M_2(x, y, c))\}, \min\{Im(M_1(x, y, c)), Im(M_2(x, y, c))\}\right).$$

Then, the following results hold:

(i) $(X, M, \star, s)$ is a complex valued fuzzy $b$-metric space if $p \neq q \neq 0$ with $p, q \neq 0$.

(ii) $(X, N, \star, s)$ is a complex valued fuzzy $b$-metric space.

(iii) $\tau_M = \tau_N$.  

Then, for all \( x \in G \), there exist an \( r \in I_0 \) and a \( c \in P_0 \) such that \( B_M(x, r, c) \subseteq G \). Now, take an \( r' \in I_0 \) with \((\ell - r') \triangleright (\ell - r) \). If \( z \in B_N(x, r', c) \), then we have

\[
\ell - r' < \left( \min\{Re(M_1(x,z,c)), Re(M_2(x,z,c))\} , \min\{Im(M_1(x,z,c)), Im(M_2(x,z,c))\} \right).
\]

Therefore, from the fact that

\[
\ell - r < (\ell - r') \triangleq M_1(x,z,c) \ast M_2(x,z,c) = M(x,z,c)
\]

it follows that \( z \in B_M(x, r, c) \). Thus, we infer that \( G \in \tau_N \).

Conversely, let \( G \in \tau_N \). Then, for all \( x \in G \), there exist an \( r \in I_0 \) and a \( c \in P_0 \) such that \( B_N(x, r, c) \subseteq G \). If \( z \in B_M(x, r, c) \), then we have

\[
\ell - r < M_1(x,z,c) \ast M_2(x,z,c).
\]

Therefore, since \( M_1(x,z,c) \ast M_2(x,z,c) \leq M_1(x,z,c) \) and \( M_1(x,z,c) \ast M_2(x,z,c) \leq M_2(x,z,c) \), we get \( \ell - r < M_1(x,z,c) \). Thus, \( z \in B_N(x, r, c) \) and this implies that \( G \in \tau_M \).

---

**Example 8.** Consider Example 3. Then, we shall show that the topology \( \tau_d \) coincides with the topology \( \tau_M \), where \((X, M, *, s)\) is deduced from the \( b \)-metric \( d \).

---

**Example 9.** Let \((X, M, *, 2s)\) be a complex valued fuzzy \( b \)-metric space defined in Example 4. Then, \( \tau_M = \tau_d \). Indeed, if \( G \in \tau_M \), then, for all \( x \in G \), there exist an \( r = (r_1, r_2) \in I_0 \) and a \( c = (a, b) \in P_0 \) such that \( B_M(x, r, c) \subseteq G \). Take a positive number \( h = \min\{\frac{ab}{1 - r_1}, \frac{ab}{1 - r_2}\} \). Therefore, we obtain \( B_d(x, h) \subseteq G \), where \( B_d(x, h) \) is an open ball with centre \( x \) and radius \( h \) for the \( b \)-metric \( d \) and thus \( G \in \tau_d \).

On the other hand, let \( G \in \tau_d \). Then, for all \( x \in G \), there exists a positive number \( h \) such that \( B_d(x, h) \subseteq G \). Let us now take an arbitrary \( c = (a, b) \in P_0 \) and an \( r = (r_1, r_2) = (\frac{h}{mb-\frac{h}{a+b}}, \frac{h}{ab-h}) \in I_0 \). Hence, we get \( B_M(x, r, c) \subseteq G \) and so that \( G \in \tau_M \).

---

**Definition 7.** Let \((X, M, *, s)\) be a complex valued fuzzy \( b \)-metric space.
(i) A sequence \( \{x_n\} \) in \( X \) converges to \( x \in X \) if for every \( r \in I_0 \) and every \( c \in P_0 \), there exists an \( n_0 \in \mathbb{N} \) such that, for all \( n > n_0, \ell - r < M(x_n, x, c) \). We denote this by \( \lim_{n \to \infty} x_n = x \).

(ii) A sequence \( \{x_n\} \) in \( X \) is said to be a Cauchy sequence in \((X, M, *, s)\) if for every \( c \in P_0, \lim_{n \to \infty} \inf_{m > n} M(x_n, x_m, c) = \ell \).

(iii) \((X, M, *, s)\) is said to be a complete complex valued fuzzy \( b \)-metric space if for every Cauchy sequence \( \{x_n\} \) in \((X, M, *, s)\), there exists an \( x \in X \) such that \( \lim_{n \to \infty} x_n = x \).

The proofs of the following lemmas follow along similar lines as in [24] and are therefore omitted.

**Lemma 2.** Let \((X, M, *, s)\) be a complex valued fuzzy \( b \)-metric space. A sequence \( \{x_n\} \) in \( X \) converges to \( x \in X \) if and only if \( \lim_{n \to \infty} M(x_n, x, c) = \ell \) holds for all \( c \in P_0 \).

**Lemma 3.** Let \((X, M, *, s)\) be a complex valued fuzzy \( b \)-metric space. A sequence \( \{x_n\} \) in \( X \) is a Cauchy sequence if and only if for every \( r \in I_0 \) and every \( c \in P_0 \), there exists an \( n_0 \in \mathbb{N} \) such that, for all \( m, n > n_0 \), \( \ell - r < M(x_n, x_m, c) \).

**Example 10.** Let \( X = [0, 1] \times \{0\} \cup \{0\} \times [0, 1] \) and let \( d : X \times X \to \mathbb{C} \) be the mapping defined by
\[
d((x, 0), (y, 0)) = (x - y)^2(\alpha, 1)
\]
\[
d((0, x), (0, y)) = (x - y)^2(1, \beta)
\]
\[
d((x, 0), (0, y)) = d((0, y), (x, 0)) = (\alpha x^2 + y^2, x^2 + \beta y^2)
\]
where \( \alpha, \beta \) are fixed nonnegative real constants satisfying \( \alpha \neq \frac{1}{\beta} \). Then, \((X, d, s)\) is a complete complex valued \( b \)-metric space with \( s \geq 2 \). Moreover, we define
\[
M(u, v, c) = \frac{ab}{ab + |d(u, v)|} \ell
\]
for all \( u, v \in X, \ c = (a, b) \in P_0 \). Thus, one can check that \((X, M, *_2, s)\) is a complete complex valued fuzzy \( b \)-metric space.

It follows from the above example that a complete complex valued fuzzy \( b \)-metric space can be induced by a complete complex valued \( b \)-metric space.

**Definition 8.** Let \((X, M, *, s)\) be a complex valued fuzzy \( b \)-metric space, \( f : X \to X \) be a mapping and \( x \in X \). Then, the mapping \( f \) is continuous at \( x \) if for any sequence \( \{x_n\} \) in \( X, \lim_{n \to \infty} x_n = x \) implies \( \lim_{n \to \infty} f x_n = f x \).

If \( f \) is continuous at each point \( x \in X \), then we say that \( f \) is continuous on \( X \).

4. **Main Results**

Firstly, we prove the Banach Contraction Theorem in the setting of complex valued fuzzy \( b \)-metric space.
Theorem 3. Let \((X, M, \ast, s)\) be a complete complex valued fuzzy \(b\)-metric space such that, for every sequence \(\{c_n\}\) in \(P_0\) with \(\lim_{n \to \infty} c_n = \ell\), we have
\[
\lim_{n \to \infty} \inf_{y \in X} M(x, y, c_n) = \ell
\]
for all \(x \in X\). Let \(f : X \to X\) be a mapping satisfying
\[
M(fx, fy, \frac{\lambda c}{s}) \geq M(x, y, c) \tag{4.1}
\]
for all \(x, y \in X\) and \(c \in P_0\), where \(\lambda \in (0, 1)\). Then, \(f\) has a unique fixed point in \(X\).

Proof. We start by an arbitrary \(x_0 \in X\) and generate a sequence \(\{x_n\}\) in \(X\) by the iterative process
\[
x_n = fx_{n-1}
\]
for all \(n \in \mathbb{N}\). If \(x_n = x_{n-1}\) for some \(n \in \mathbb{N}\), then \(x_n\) is a fixed point of \(f\). Consequently, assume that \(x_n \neq x_{n-1}\) for all \(n \in \mathbb{N}\). Now, we will prove that \(\{x_n\}\) is a Cauchy sequence in \(X\). Define
\[
B_n = \{M(x_n, x_m, c) : m > n\}
\]
for all \(n \in \mathbb{N}\) and \(c \in P_0\). Due to \(\Theta \prec M(x_n, x_m, c) \leq \ell\), for all \(m \in \mathbb{N}\) with \(m > n\) and from Remark 1(iii), \(\inf B_n = \beta_n\) exists for all \(n \in \mathbb{N}\). Applying Lemma 1 and (4.1), we get
\[
M(x_n, x_m, c) \leq M(x_n, x_m, \frac{sc}{\lambda}) \leq M(fx_n, fx_m, c) = M(x_{n+1}, x_{m+1}, c), \tag{4.2}
\]
for \(c \in P_0\) and \(m, n \in \mathbb{N}\) with \(m > n\). So, from the fact that
\[
\Theta \preceq \beta_n \preceq \beta_{n+1} \preceq \ell \quad \text{for all } n \in \mathbb{N}
\]
it follows that \(\{\beta_n\}\) is a monotonic sequence in \(P\). Therefore, utilizing Remark 1(i), we have an \(\ell_0 \in P\) satisfying
\[
\lim_{n \to \infty} \beta_n = \ell_0. \tag{4.3}
\]
Now, by successive application of the contractive condition (4.1), we have
\[
M(x_{n+1}, x_{m+1}, c) \geq M(x_n, x_m, \frac{sc}{\lambda}) = M(fx_{n-1}, fx_{m-1}, \frac{sc}{\lambda})
\]
\[
\geq M(x_{n-1}, x_{m-1}, \frac{s^2c}{\lambda^2}) = M(fx_{n-2}, fx_{m-2}, \frac{s^2c}{\lambda^2})
\]
\[
\geq M(x_{n-2}, x_{m-2}, \frac{s^3c}{\lambda^3})
\]
\[
\geq \cdots \geq M(x_0, x_{m-n}, \frac{s^{n+1}c}{\lambda^{n+1}}),
\]
for \(c \in P_0\) and \(m, n \in \mathbb{N}\) with \(m > n\). Thus,
\[
\beta_{n+1} = \inf_{m > n} M(x_{n+1}, x_{m+1}, c) \geq \inf_{m > n} M(x_0, x_{m-n}, \frac{s^{n+1}c}{\lambda^{n+1}}) \geq \inf_{y \in X} M(x_0, y, \frac{s^{n+1}c}{\lambda^{n+1}}).
\]
Since \( \lim_{n \to \infty} \frac{s^{n+1}c_{n+1}}{\lambda^{n+1}} = \infty \), by using the hypothesis along with (4.3), we obtain

\[
\ell_0 \geq \lim_{n \to \infty} \inf_{y \in X} M(x_0, y, \frac{s^{n+1}c_{n+1}}{\lambda^{n+1}}) = \ell,
\]

which implies that \( \ell_0 = \ell \). Thus, \( \{x_n\} \) is a Cauchy sequence in \( X \).

Since \( (X, M, *, s) \) is a complete complex valued fuzzy \( b \)-metric space, by Lemma 2, there exists a \( p \in X \) such that for all \( c \in P_0 \),

\[
\lim_{n \to \infty} M(x_n, p, c) = \ell. \tag{4.4}
\]

Next, we will show that \( p \) is the fixed point of \( f \). Due to \((bM_4)\) and the contractive condition (4.1), we have

\[
M(p, fp, c) \geq M(p, x_{n+1}, \frac{c}{2s_{n+1}}) * M(x_{n+1}, fp, \frac{c}{2s_{n+1}})
= M(p, x_{n+1}, \frac{c}{2s_{n+1}}) * M(fx_n, fp, \frac{c}{2s_{n+1}})
\geq M(p, x_{n+1}, \frac{c}{2s_{n+1}}) * M(x_n, p, \frac{c}{2s_{n+1}}),
\]

for any \( c \in P_0 \). Letting the limit as \( n \to \infty \), by (4.4) and Remark 2(ii), we get

\[
M(p, fp, c) = \ell \quad \text{for all} \quad c \in P_0,
\]

which gives \( fp = p \).

To prove the uniqueness of the fixed point \( p \), let \( q \) be another fixed point of \( f \), that is, there is a \( c \in P_0 \) with \( M(p, q, c) \neq \ell \). From (4.1), we obtain that

\[
M(p, q, c) = M(fp, fq, c) \geq M(p, q, \frac{sc}{\lambda^2}) = M(fp, fq, \frac{sc}{\lambda^2})
\geq M(p, q, \frac{s^2c}{\lambda^2})
\vdots
\geq M(p, q, \frac{s^nc}{\lambda^n})
\geq \inf_{y \in X} M(p, y, \frac{s^nc}{\lambda^n})
\]

for all \( n \in \mathbb{N} \). Hence, since \( \lim_{n \to \infty} \frac{s^nc}{\lambda^n} = \infty \), the above inequality turns into

\[
M(p, q, c) \geq \ell,
\]

which gives a contradiction. Thus, we conclude that the fixed point of \( f \) is unique. \( \square \)

Now, we present an example which shows the superiority of our assertion.

**Example 11.** Let \( X = [0, 1] \) and let \( M : X^2 \times P_0 \to I \) be defined by

\[
M(x, y, c) = \frac{ab}{ab + (x - y)^2} \ell
\]
where \( c = (a, b) \in P_b \). Then, one can readily verify that \( (X, M, \bot, s) \) is a complete complex valued fuzzy \( b \)-metric space with \( s = 2 \). Moreover, following the same procedure as in Example 3.10 of [24], we conclude that for any sequence \( \{c_n\} \) in \( P_b \) with \( \lim_{n \to \infty} c_n = \alpha \), we have \( \lim_{n \to \infty} \inf_{x \in X} M(x, y, c_n) = \ell \) for all \( x \in X \).

Now, we define a mapping \( f : X \to X \) such that \( f x = \alpha x^2 \), where \( 0 < \alpha < \frac{1}{4} \). By a routine calculation, we see that

\[
M(fx, fy, \frac{\lambda c}{2}) \geq M(x, y, c)
\]

for all \( x, y \in X \) and \( c \in P_b \), where \( \lambda = 4\alpha \in (0, 1) \). Hence, all the conditions of Theorem 3 are satisfied and 0 is the unique fixed point of \( f \).

Next, we establish the following fixed point theorem that extends the Jungck’s Theorem [11] to the setting of complex valued fuzzy \( b \)-metric spaces.

**Theorem 4.** Let \( (X, M, \bot, s) \) be a complete complex valued fuzzy \( b \)-metric space such that, for every sequence \( \{c_n\} \) in \( P_b \) with \( \lim_{n \to \infty} c_n = \alpha \), we have

\[
\lim_{n \to \infty} \inf_{y \in X} M(x, y, c_n) = \ell
\]

for all \( x \in X \) and \( f, g : X \to X \) be two mappings satisfying the following conditions:

(i) \( g(X) \subseteq f(X) \),
(ii) \( f \) and \( g \) commute on \( X \),
(iii) \( f \) is continuous on \( X \),
(iv) \( M(gx, gy, \frac{\lambda c}{2}) \geq M(fx, fy, c) \) for all \( x, y \in X \) and \( c \in P_b \), where \( \lambda \in (0, 1) \).

Then, \( f \) and \( g \) have a unique common fixed point in \( X \).

**Proof.** Let \( x_0 \in X \). Due to \( g(X) \subseteq f(X) \), we can choose an \( x_1 \in X \) such that \( gx_0 = f x_1 \). Continuing this process, we can choose an \( x_n \in X \) such that \( fx_{n-1} = gx_n \). Now, we shall show that the sequence \( \{fx_n\} \) is a Cauchy sequence. For all \( n \in \mathbb{N} \) and \( c \in P_b \), we define

\[
B_n = \{M(fx_m, fx_n, c) : m > n\}.
\]

Since \( \theta \prec M(fx_n, fx_m, c) \leq \ell \), for all \( m \in \mathbb{N} \) with \( m > n \) and from Remark 1(iii) it follows that \( \inf B_n = \beta_n \) exists for all \( n \in \mathbb{N} \). For \( c \in P_b \) and \( m, n \in \mathbb{N} \) with \( m > n \), we obtain, by Lemma 1 and the condition (iv),

\[
M(fx_n, fx_m, c) \leq M(fx_n, fx_m, \frac{sc}{K}) \leq M(gx_n, gx_m, c) = M(fx_{n+1}, fx_{m+1}, c).
\]

Therefore, due to

\[
\theta \preceq \beta_n \preceq \beta_{n+1} \leq \ell \text{ for all } n \in \mathbb{N},
\]

\( \{\beta_n\} \) is a monotonic sequence in \( P \). So, using Remark 1(i), there exists an \( \ell_0 \in P \) such that

\[
\lim_{n \to \infty} \beta_n = \ell_0.
\]

(4.5)
For \( c \in P_0 \) and \( m, n \in \mathbb{N} \) with \( m > n \), by utilizing the condition (iv), we have

\[
M(f x_{n+1}, f x_{m+1}, c) = M(g x_n, g x_m, c) \\
\geq M(f x_n, f x_m, \frac{sc}{\lambda}) = M(g x_{n-1}, g x_{m-1}, \frac{sc}{\lambda}) \\
\geq M(f x_{n-1}, f x_{m-1}, \frac{s^2 c}{\lambda^2}) = M(g x_{n-2}, g x_{m-2}, \frac{s^2 c}{\lambda^2}) \\
\geq M(f x_{n-2}, f x_{m-2}, \frac{s^3 c}{\lambda^3}) \\
\geq \cdots \geq M(f x_0, f x_{m-n-1}, \frac{s^{n+1} c}{\lambda^{n+1}}),
\]

which gives

\[
\beta_{n+1} = \inf_{m > n} M(f x_{n+1}, f x_{m+1}, c) \\
\geq \inf_{m > n} M(f x_0, f x_{m-n-1}, \frac{s^{n+1} c}{\lambda^{n+1}}) \\
\geq \inf_{y \in \mathbb{X}} M(f x_0, y, \frac{s^{n+1} c}{\lambda^{n+1}}).
\]

Since \( \lim_{n \to \infty} \frac{s^{n+1} c}{\lambda^{n+1}} = \infty \) and from the hypothesis along with (4.5) it follows that

\[
\ell_0 \geq \lim_{n \to \infty} \inf_{y \in \mathbb{X}} M(f x_0, y, \frac{s^{n+1} c}{\lambda^{n+1}}) = \ell,
\]

which yields \( \ell_0 = \ell \). Thus, \( \{f x_n\} \) is a Cauchy sequence in \( \mathbb{X} \).

By completeness of \( \mathbb{X} \) and Lemma 2, there exists a \( p \in \mathbb{X} \) such that

\[
\lim_{n \to \infty} f x_n = p.
\]

By the condition (iv), one can easily verify that continuity of \( f \) implies continuity of \( g \). Therefore, \( \lim_{n \to \infty} g f x_n = g p \). Since \( f \) and \( g \) commute on \( \mathbb{X} \), we have \( \lim_{n \to \infty} g f x_n = g p \). Moreover, we know that \( \lim_{n \to \infty} g x_{n-1} = p \) and so we obtain \( \lim_{n \to \infty} g f x_{n-1} = f p \). According to the uniqueness of limit, we get \( f p = g p \) and therefore \( f g p = g g p \).

Now, repeated use of the condition (iv) gives

\[
M(g p, g g p, c) \geq M(f p, f g p, \frac{sc}{\lambda}) = M(g p, g g p, \frac{sc}{\lambda}) \\
\geq \cdots \geq M(g p, g g p, \frac{s^2 c}{\lambda^2}) = M(g p, f g p, \frac{s^2 c}{\lambda^2}) \\
\geq \inf_{y \in \mathbb{X}} M(g p, y, \frac{s^2 c}{\lambda^2}).
\]
On taking the limit $n \to \infty$ and applying the hypothesis we deduce $M(gp, ggp, c) = \ell$, which in turn implies that

$$ggp = f gp = gp.$$  

That is, $gp$ is a common fixed point of $f$ and $g$.

Finally, we will investigate that such a point is unique. Let $gp$ and $q$ be two distinct common fixed points of $f$ and $g$. On using the condition (iv) with $x = gp$ and $y = q$, we find

$$\ell \geq M(gp, q, c) = M(ggp, gq, sc) \geq M(gp, q, \frac{sc}{\lambda})$$

$$\geq \inf_{y \in X} M(gp, y, \frac{sc}{\lambda}).$$

Hence, taking into account $\lim_{n \to \infty} \frac{sc}{\lambda} = \infty$, we conclude that $M(gp, q, c) = \ell$. Thus, $gp = q$, which completes the proof.

Now, we give the following example to illustrate the validity of Theorem 4.

**Example 12.** Let $X = [0, 1]$. Define $M : X^2 \times P_0 \to I$ as follows:

$$M(x, y, c) = e^{-\frac{(x-y)^2}{s+\epsilon}} \ell,$$

where $c = (a, b) \in P_0$. Clearly, $(X, M, *_2, s)$ is a complete complex valued fuzzy $b$-metric space with $s = 4$.

On the other hand, let $\lim_{n \to \infty} \frac{sc}{\lambda} = \infty$ for any sequence $\{c_n\}$ in $P_0$, where $c_n = (a_n, b_n)$. From the fact that $(x - y)^2 \leq 1$ for all $x, y \in X$ it follows that

$$\inf_{y \in X} M(x, y, c_n) = \inf_{y \in X} e^{-\frac{(x-y)^2}{s+\epsilon}} \ell = e^{-\frac{\sup_{y \in X} (x-y)^2}{s+\epsilon}} \ell \geq e^{-\frac{1}{s+\epsilon}} \ell.$$ 

Therefore, we have

$$\lim_{n \to \infty} \inf_{y \in X} M(x, y, c_n) \geq \lim_{n \to \infty} e^{-\frac{1}{s+\epsilon}} \ell = \ell.$$ 

Consider the mappings $f, g : X \to X$ given by

$$f(x) = x \text{ and } g(x) = \frac{x}{4}.$$ 

One can readily verify that $g(X) \subseteq f(X)$ and $f$ is continuous on $X$. Besides, $f$ and $g$ commute on $X$. Furthermore, it is easy to find that the condition (iv) holds for all $x, y \in [0, 1]$ with $\lambda = \frac{1}{4} \in (0, 1)$. 
Thus, all of the assumptions of Theorem 4 are fulfilled and \(0 \in X\) is the unique common fixed point of the involved mappings \(f\) and \(g\).

Let \((X, M, *, s)\) be a complete complex valued fuzzy \(b\)-metric space. The contraction condition for the mapping \(f : X \to X\) can be changed as follows:

\[
\ell - M(fx, fy, c) \leq \lambda [\ell - M(x, y, c)]
\]

(4.6)

for all \(x, y \in X\) and \(c \in P_0\), where \(\lambda \in [0, 1)\).

Then, we demonstrate a fixed point result for this class of contraction, which is a new generalization of the Banach contraction principle.

**Theorem 5.** Let \((X, M, *, s)\) be a complete complex valued fuzzy \(b\)-metric space and \(f : X \to X\) be a mapping satisfying the contraction condition (4.6). Then, \(f\) has a unique fixed point in \(X\).

**Proof.** Let \(x_0\) be an arbitrary element of \(X\). By induction, we can construct a sequence \(\{x_n\}\) in \(X\) such that \(x_n = fx_{n-1}\) for all \(n \in \mathbb{N}\). Following the proof of Theorem 3.1 in [24], we observe that the sequence \(\{x_n\}\) is a Cauchy sequence in \(X\) and converges to some \(p \in X\). We shall show that \(p\) is a fixed point of \(f\). By the contractive condition (4.6), we have

\[
\ell - M(fx_n, fp, c) \leq \lambda [\ell - M(x_n, p, c)]
\]

for all \(n \in \mathbb{N}\) and \(c \in P_0\). The above inequality shows that

\[
\ell(1 - \lambda) + \lambda M(x_n, p, c) \leq M(fx_n, fp, c)
\]

(4.7)

for all \(n \in \mathbb{N}\) and \(c \in P_0\). Therefore,

\[
M(p, fp, c) \geq M(p, x_{n+1}, \frac{c}{2s}) \ast M(x_{n+1}, fp, \frac{c}{2s})
\]

\[
= M(p, x_{n+1}, \frac{c}{2s}) \ast M(fx_n, fp, \frac{c}{2s})
\]

for any \(c \in P_0\). Making the limit as \(n \to \infty\), from (4.7) and Remark 2(ii), we deduce that \(M(p, fp, c) = \ell\) for all \(c \in P_0\), which yields \(fp = p\).

To investigate the uniqueness of the fixed point of \(f\), suppose that there exists another \(q \in X\) such that \(f(q) = q\). Then, there is a \(c \in P_0\) satisfying \(M(p, q, c) \neq \ell\). For this \(c\), by virtue of (4.6), we have

\[
\ell - M(p, q, c) = \ell - M(fp, fq, c) \leq \lambda [\ell - M(p, q, c)]
\]

Since \(M(p, q, c) \neq \ell\), we obtain \(\text{Re}(M(p, q, c)) \neq 1\) or \(\text{Im}(M(p, q, c)) \neq 1\). Let \(\text{Re}(M(p, q, c)) \neq 1\). Therefore, we get

\[
1 - \text{Re}(M(p, q, c)) \leq \lambda (1 - \text{Re}(M(p, q, c))) < 1 - \text{Re}(M(p, q, c))
\]

which leads to a contradiction. The other case is similar to this one and so we skip the details. Thus, \(M(p, q, c) = \ell\) for all \(c \in P_0\) and the proof is concluded. \(\square\)

The following example validates the aforesaid theorem.
Example 13. Let $X = [0, 1]$ and let $M : X^2 \times P_0 \to I$ be given by the rule

$$M(x, y, c) = \ell - \frac{(x - y)^2}{1 + ab\ell},$$

where $c = (a, b) \in P_0$. Then, $(X, M, *, s)$ is a complete complex valued fuzzy $b$-metric space. Define the mapping

$$f : X \to X, \quad fx = \frac{x^2}{4}.$$ 

Therefore, we have

$$\frac{(fx - fy)^2}{1 + ab\ell} \leq \lambda \left(\frac{(x - y)^2}{1 + ab\ell}\right),$$

where $\lambda \in \left[\frac{1}{4}, 1\right)$. Hence, we conclude that (4.6) holds, so all the required hypotheses of Theorem 5 are satisfied, and thus we deduce the existence and uniqueness of the fixed point of $f$. Here, 0 is the unique fixed point of $f$.

Corollary 1. Let $(X, M, *, s)$ be a complete complex valued fuzzy $b$-metric space and let $f : X \to X$ be a mapping satisfying

$$\ell - M(f^n x, f^n y, c) \leq \lambda [\ell - M(x, y, c)]$$

for all $x, y \in X$ and $c \in P_0$, where $\lambda \in [0, 1)$. Then, $f$ has a unique fixed point in $X$ (Here, $f^n$ is the $n$th iterate of $f$).

Proof. By Theorem 5, we get a unique $x \in X$ such that $f^n x = x$. From the fact that $f^n f^n x = f f^n x = fx$ and from uniqueness, it follows that $fx = x$. This shows that $f$ has a unique fixed point in $X$. $\square$

5. Applications to Existence of Solutions of Integral Equations

In this section, we study the existence theorem for a solution of the following integral equation by using our main results in the previous section:

$$x(t) = \vartheta(t) + \beta \int_0^t \xi(t, s)\varphi(s, x(s))ds, \quad t \in [0, 1],$$

(5.1)

where

(i) $\vartheta : [0, 1] \to \mathbb{R}$ is continuous;

(ii) $\varphi : [0, 1] \times \mathbb{R} \to \mathbb{R}$ is continuous, $\varphi(t, x) \geq 0$ and there exists a $\lambda \in [0, 1)$ such that

$$|\varphi(t, x) - \varphi(t, y)| \leq \lambda |x - y|,$$

for all $x, y \in \mathbb{R}$;

(iii) $\xi : [0, 1] \times [0, 1] \to \mathbb{R}$ is continuous at $t \in [0, 1]$ for all $s \in [0, 1]$ and measurable at $s \in [0, 1]$ for all $t \in [0, 1]$. Also, $\xi(t, s) \geq 0$ and $\int_0^1 \xi(t, s)ds \leq L$;

(iv) $\lambda^2 L^2 \beta^2 \leq \frac{1}{4}$.

Now, we prove the following result.
Theorem 6. Suppose that the conditions (i)-(iv) hold. Then, the integral equation (5.1) has one and only one solution in $C([0,1], \mathbb{R})$, where $C([0,1], \mathbb{R})$ is the set of all continuous real valued functions on $[0,1]$.

Proof. Let $X = C([0,1], \mathbb{R})$ and let us define a mapping $f : X \rightarrow X$ by

$$fx(t) = \vartheta(t) + \beta \int_0^1 \xi(t,s)\varphi(s,x(s))\,ds$$

for all $x \in X$ and for all $t \in [0,1]$. Now, we have to show that the mapping $f$ satisfies all conditions of Theorem 5. Define a mapping $M : X^2 \times P_\theta \rightarrow I$ by

$$M(x,y,c) = \ell - \sup_{t \in [0,1]} \frac{(x(t) - y(t))^2}{e^{ab} \ell}$$

where $c = (a,b) \in P_\theta$. Clearly, $(X,M,*,\lambda)$ is a complete complex valued fuzzy $b$-metric space.

Moreover, for all $x,y \in X$ and $t \in [0,1]$, we have

$$|fx(t) - fy(t)| = \beta \left| \int_0^1 \xi(t,s)\varphi(s,x(s)) - \xi(t,s)\varphi(s,y(s))\,ds \right|$$

$$\leq \beta \int_0^1 \xi(t,s)\left| \varphi(s,x(s)) - \varphi(s,y(s)) \right|\,ds$$

$$\leq \beta \int_0^1 \xi(t,s)\lambda |x(s) - y(s)|\,ds$$

$$\leq \beta L \lambda \sup_{t \in [0,1]} |x(t) - y(t)|.$$  

From the fact that

$$\sup_{t \in [0,1]} |fx(t) - fy(t)| \leq \beta L \lambda \sup_{t \in [0,1]} |x(t) - y(t)|$$

it follows that

$$\sup_{t \in [0,1]} \frac{|fx(t) - fy(t)|^2}{e^{ab}} \leq \beta^2 L^2 \lambda^2 \sup_{t \in [0,1]} \frac{|x(t) - y(t)|^2}{e^{ab}}$$

$$\leq \frac{1}{2} \sup_{t \in [0,1]} \frac{|x(t) - y(t)|^2}{e^{ab}}.$$  

This proves that the mapping $f$ satisfy the contractive condition (4.6) appearing in Theorem 5, and hence $f$ has a unique fixed point in $C([0,1], \mathbb{R})$, that is, the integral equation (5.1) has a unique solution in $C([0,1], \mathbb{R})$. □

Next, we give an example of an integral equation and establish the existence of its solutions by using Theorem 6.
Example 14. Consider the following integral equation

\[ x(t) = \frac{1}{1+t} + 2 \int_0^1 \frac{s^2}{t^2+2} \frac{\vert \cos x(s) \vert}{5e^t} ds, \ t \in [0,1]. \quad (5.2) \]

It is seen that the above equation is of the form (5.1), for

\[ \beta = 2, \ \vartheta(t) = \frac{1}{1+t}, \ \xi(t,s) = \frac{s^2}{t^2+2}, \ \varphi(t,x) = \frac{\vert \cos x \vert}{5e^t}. \]

Clearly, the mapping \( \varphi \) is continuous on \([0,1] \times \mathbb{R} \) and we get

\[
\vert \varphi(t,x) - \varphi(t,y) \vert = \frac{1}{5e^t} \vert \vert \cos x \vert - \vert \cos y \vert \vert \\
\leq \frac{1}{5e^t} \vert \cos x - \cos y \vert \\
\leq \frac{1}{5} \vert \cos x - \cos y \vert \\
\leq \frac{1}{5} \vert x - y \vert
\]

for all \( x, y \in \mathbb{R} \). Therefore, \( \varphi \) satisfies the condition (ii) of the integral equation (5.1) with \( \lambda = \frac{1}{5} \). One can readily check that the mapping \( \vartheta \) is continuous and in view of

\[
\int_0^1 \xi(t,s) ds = \int_0^1 \frac{s^2}{t^2+2} ds = \frac{1}{3} \leq \frac{1}{6} = L,
\]

the mapping \( \xi \) satisfies the condition (iii). Also, we have

\[
\lambda^2 \beta^2 L^2 \leq \frac{1}{2}.
\]

So, all the hypotheses (i)-(iv) are fulfilled. Thus, applying the Theorem 6, we conclude that the integral equation (5.2) has a unique solution in \( C([0,1], \mathbb{R}) \).
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