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Abstract. The purpose of this paper is to obtain some new sufficient conditions which guarantee the instability of the trivial solution of some certain nonlinear vector differential equations of fourth order. Our results improve and include some well known instability results, which were established on the instability of the trivial solution of certain scalar differential equations of fourth order, to certain nonlinear vector differential equations of fourth order.
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1. INTRODUCTION

Consider the following nonlinear vector differential equations

\[ x^{(4)} + A\ddot{x} + G(x, \dot{x}, \ddot{x}, \dddot{x})\dddot{x} + H(x)\dddot{x} + F(x, \dot{x}, \dddot{x}, \dddot{x})x = 0 \]  

(1.1)

and

\[ x^{(4)} + \Phi(\dddot{x}) + \Psi(x, \dot{x}, \dddot{x}, \dddot{x})\dddot{x} + C\dddot{x} + Dx = 0, \]  

(1.2)

where \( A, C \) and \( D \) are constant symmetric \( n \times n \) - matrices; \( G, H, F \) and \( \Psi \) are continuous (symmetric \( n \times n \) -) matrix valued functions; \( \Phi : \mathbb{R}^n \to \mathbb{R}^n, \Phi(0) = 0 \) and \( \Phi \) is continuous. Throughout this paper, instead of equations (1.1) and (1.2), we consider the system of differential equations:

\[ \dot{x} = y, \dot{y} = z, \dot{z} = w, \]  

(1.3)

\[ \dot{\psi} = -Aw - G(x, y, z, w)z - H(x)y - F(x, y, z, w)x, \]  

which were obtained as usual by setting \( \dot{x} = y, \dddot{x} = z, \dddot{x} = w \) from equations (1.1) and (1.2), respectively.
Now, let $J(H(x)x|x)$ and $J_{\Phi}(w)$, respectively, denote the linear operators from the matrix $H(x)$ and gradient vector field $\Phi(w)$ to the matrices
\[
J(H(x)x|x) = \left( \frac{\partial}{\partial x_j} \sum_{k=1}^{n} h_{jk} x_k \right) = H(x) + \left( \sum_{k=1}^{n} \frac{\partial h_{jk}}{\partial x_j} x_k \right)
\]
and
\[
J_{\Phi}(w) = \left( \frac{\partial \phi_i}{\partial w_j} \right), (i, j = 1, 2, \ldots, n),
\]
where $(x_1, x_2, \ldots, x_n)$, $(w_1, w_2, \ldots, w_n)$, $(h_{jk})$ and $(\phi_1, \phi_2, \ldots, \phi_n)$ are components of $x$, $w$, $H$ and $\Phi$, respectively. Further, it is assumed that the matrices $J(H(x)x|x)$ and $J_{\Phi}(w)$ exist and are symmetric and continuous.

The unstable behavior of solutions for various certain scalar and vector linear and nonlinear differential equations of fourth order has been discussed in the literature over the past three decades, and they are still being investigated. We refer the reader to the papers of Ezeilo [2–4], Sadek [7], Skrapek [8], Tunç [9–11] and the references thereof for some publications performed on the subject.

It should be noted that, in 2000, Ezeilo [3] considered the following fourth order scalar nonlinear differential equations
\[
x^{(4)} + a_1 \dddot{x} + g(x, \dot{x}, \ddot{x}, x) \dddot{x} + h(x) \dot{x} + f(x, \dot{x}, \ddot{x}, \dddot{x}) = 0 \tag{1.5}
\]
and
\[
x^{(4)} + p(\dddot{x}, \dddot{x}) + q(x, \dot{x}, \ddot{x}, \dddot{x}) \dddot{x} + a_3 \dot{x} + a_4 x = 0, \tag{1.6}
\]
respectively, where $a_1$, $a_3$ and $a_4$ are constants. He proved two theorems on the instability of the trivial solution, $x = 0$, of equations (1.5) and (1.6). To the best of our knowledge, so far, neither the instability of solutions of nonlinear vector differential equations of the form (1.1) and (1.2) has been investigated in the literature nor papers have been published which were based on the results of Ezeilo [3]. When $f(x, \dot{x}, \ddot{x}, \dddot{x}) = F(x, \dot{x}, \ddot{x}, \dddot{x})x$ in (1.5) and $p(\dddot{x}, \dddot{x}) = \Phi(\dddot{x})$ in (1.6), our problems, which will be related to equations (1.1) and (1.2), improve and include the problems discussed by Ezeilo [3] from the scalar cases to the vector cases, respectively. It is also worth mentioning that throughout the aforementioned papers, based on Krasovskii’s criterion (see Krasovskii [5]), the Lyapunov’s [6] second (or direct) method has been used as a basic tool to prove the results established thereof. In this paper, we utilize the same method to verify our main results. It is also well known that, by now, the Lyapunov’s [6] second (or direct) method is the most effective tool to study the stability and instability of solutions of nonlinear differential equations of higher order, when there is no analytical expression for solutions. The motivation for the present work has been inspired basically by the paper of Ezeilo [3], Tunç [11] and the papers mentioned above. Finally, all the papers aforementioned have been published without including an example on the topic, except that of Sadek [7] and Tunç [11]. In this paper, we also give an example for the illustration of the subject.
We now consider the constant-coefficient fourth order scalar differential equation

\[ x^{(4)} + a_1 x^3 + a_2 x^2 + a_3 x + a_4 x = 0. \]

We know from the qualitative theory of ordinary differential equations that the trivial solution of the above equation is unstable if and only if the associated (auxiliary) equation

\[ \psi(r) := r^4 + a_1 r^3 + a_2 r^2 + a_3 r + a_4 = 0 \]

has at least one root with a positive real part. Naturally, the existence of such a root depends on (though not always all of) the coefficients \( a_1, a_2, a_3 \) and \( a_4 \) of \( \psi \). The corresponding auxiliary equation \( \psi(r) = 0 \) of the above equation has no purely imaginary roots \( r = i \lambda, (\lambda \neq 0) \) if

\[ \chi_1 := \lambda^4 - a_2 \lambda^2 + a_4 \neq 0 \]

or if

\[ \chi_2 := a_1 \lambda^2 - a_3 \neq 0. \]

Note that \( \chi_1 \) may be rearranged in the form

\[ \chi_1 = \left( \lambda^2 - \frac{1}{2}a_2 \right)^2 + a_4 - \frac{1}{2}a_2^2 \]

so that \( \chi_1 \neq 0 \) holds if, for example, \( a_4 > \frac{1}{4}a_2^2 \). It is also easy to see that \( \chi_2 \neq 0 \) will hold if

\[ a_1 a_3 < 0, a_4 \neq 0, \]

where the condition on \( a_4 \) here is necessary in order to ensure that \( \lambda \neq 0 \). It should also be noted that it was shown in Ezeilo [2] that the existence of the relation \( a_4 > \frac{1}{4}a_2^2 \) between the coefficients \( a_2 \) and \( a_4 \) of the equation is a sufficient condition that guarantees that the solution \( x = 0 \) of aforementioned equation is unstable. The above preamble is merely intended to give the background to the assumptions which play a dominant role in our treatment here and to give some indication of how these assumptions stand with respect to the Routh-Hurwitz criteria.

Throughout the paper, the symbol \( \langle x, y \rangle \) is used to denote the usual scalar product in \( \mathbb{R}^n \) for given any \( x, y \) in \( \mathbb{R}^n \), that is, \( \langle x, y \rangle = \sum_{i=1}^{n} x_i y_i \), thus \( \| x \|^2 = \langle x, x \rangle \). It is also well known that a real symmetric matrix \( A = (a_{ij}) \) \( (i, j = 1, 2, \ldots, n) \) is said to be positive definite if and only if the quadratic form \( Q := x^T A x \) \( (x \in \mathbb{R}^n) \) is positive definite.

2. MAIN RESULTS

We first state the following algebraic result, which will be useful in the proof of the main results.
Lemma 1. Let $A$ be a real symmetric $n \times n$-matrix and
\[ a' \geq \lambda_i(A) \geq a > 0, (i = 1, 2, \ldots, n), \]
where $a'$ and $a$ are constants, resp. $\lambda_i(A)$ denotes the $i$-th eigenvalue of $A$. Then
\[ a' \langle x, x \rangle \geq \langle Ax, x \rangle \geq a \langle x, x \rangle \]
and
\[ a'^2 \langle x, x \rangle \geq \langle Ax, Ax \rangle \geq a^2 \langle x, x \rangle. \]

Proof. See Bellman [1]. \qed

Our first result is the following theorem

Theorem 1. In addition to the basic assumptions imposed on $A, G, H$ and $F$ that appear in equation (1.1), we suppose that there exists a constant $a_1$ such that the following conditions hold:
\[ \lambda_i(A) \geq a_1 > 0 \]
and
\[ \lambda_i(F(x, y, z, w, \ldots)) > \frac{1}{4} [\lambda_i(G(x, y, z, w, \ldots))]^2, (i = 1, 2, \ldots, n), \]
for all $x, y, z, w \in \mathbb{R}^n$.
Then the trivial solution $x = 0$ of equation (1.1) is unstable for arbitrary $H(x)$.

Remark 1. In order to prove Theorem 1, it will be sufficient to show that there exists a continuous Lyapunov function $V = V(x, y, z, w)$ which has the following Krasovskii properties (see Krasovskii [5]):

(K1) In every neighborhood of $(0, 0, 0, 0)$, there exists a point $(\xi, \eta, \xi, \mu)$ such that $V(\xi, \eta, \xi, \mu) > 0$;

(K2) the time derivative $\dot{V}$ along solution paths of the system (1.3) is positive semi-definite; and

(K3) the only solution of the system (1.3) which satisfies $\dot{V}(t) = 0$, $(t \geq 0)$, is the trivial solution $(0, 0, 0, 0)$.

Remark 2. It should be noted that there is no restriction on the eigenvalues of the matrix $H$ in (1.3).

Remark 3. Our first result, Theorem 1, includes the result of Ezeilo [3, Theorem 1] and Sadek [7, Theorem 1], and improves the result of Ezeilo [3, Theorem 1] from scalar differential equation to the vector differential equation, (1.1). Equation (1.1) is also completely different from those studied in the literature, (see also Ezeilo [2–4], Sadek [7], Skraperk [8] and Tunç [9–11]).
Proof. For the proof of Theorem 1, we define a Lyapunov function $V_0 = V_0(x, y, z, w)$ given by:

\[
V_0 = -(x, w) + (y, z) - \langle x, A z \rangle + \frac{1}{2} \langle Ay, y \rangle - \int_0^1 \langle H(\sigma x) x, x \rangle \, d\sigma. \tag{2.1}
\]

Observe that $V_0(0, 0, 0, 0) = 0$. Indeed, in view of the assumptions of Theorem 1, we have

\[
V_0(0, \varepsilon, \varepsilon, \varepsilon) = (\varepsilon, \varepsilon) + \frac{1}{2} \langle A \varepsilon, \varepsilon \rangle
\geq (\varepsilon, \varepsilon) + \frac{1}{2} a_1 \langle \varepsilon, \varepsilon \rangle
= \|\varepsilon\|^2 + \frac{1}{2} a_1 \|\varepsilon\|^2 > 0
\]

for all arbitrary $\varepsilon \neq 0, \varepsilon \in R^n$, which verifies the property $(K_1)$ of Krasovskii [5].

Let $(x, y, z, w) = (x(t), y(t), z(t), w(t))$ be an arbitrary solution of the system (1.3). A straightforward calculation from (2.1) and (1.3) yields that

\[
V_0 = \frac{d}{dt} V_0(x, y, z, w) = \langle z, z \rangle + \langle x, G(x, y, z, w) z \rangle + \langle x, F(x, y, z, w) x \rangle + \langle H(x) y, x \rangle - \frac{d}{dt} \int_0^1 \langle H(\sigma x) x, x \rangle \, d\sigma. \tag{2.2}
\]

Now, recall that

\[
\frac{d}{dt} \int_0^1 \langle H(\sigma x) x, x \rangle \, d\sigma = \int_0^1 \langle H(\sigma x) x, y \rangle \, d\sigma + \int_0^1 \sigma J(\langle H(\sigma x) x | \sigma x \rangle y, x) \, d\sigma
= \int_0^1 \langle H(\sigma x) x, y \rangle \, d\sigma + \int_0^1 \sigma \frac{\partial}{\partial \sigma} \langle H(\sigma x), y \rangle \, d\sigma
= \sigma \langle H(\sigma x) x, y \rangle \bigg|_0^1 = \langle H(x) x, y \rangle. \tag{2.3}
\]

Substituting the estimate (2.3) into (2.2), we obtain

\[
\dot{V}_0 = \langle z, z \rangle + \langle x, G(x, y, z, w) z \rangle + \langle x, F(x, y, z, w) x \rangle
\]
Now, it is clear that
\[ \dot{V}_0(0, y, z, w) = \langle z, z \rangle = \|z\|^2 \geq 0. \]

Next, the function \( \dot{V}_0 \) can be rearranged as follows
\[ \dot{V}_0 = \|z + \frac{1}{2} G(x, y, z, w)x\|^2 + \langle x, F(x, y, z, w)x \rangle \]
\[ - \frac{1}{4} \langle G(x, y, z, w)x, G(x, y, z, w)x \rangle. \]

Thus, we conclude that
\[ \dot{V}_0 \geq \langle x, F(x, y, z, w)x \rangle - \frac{1}{4} \langle G(x, y, z, w)x, G(x, y, z, w)x \rangle > 0 \]
because of the assumption of Theorem 1, \( \lambda_i(F(x, y, z, w)) > \frac{1}{4} [\lambda_i(G(x, y, z, w))]^2 \).

Hence, the above discussion clarifies that the function \( \dot{V}_0 \) is positive semi-definite.

This case verifies the property \((K_2)\) of Krasovskii [5]. Next, let \((x(t), y(t), z(t), w(t))\) be an arbitrary solution of the system (1.3). We observe from the foregoing estimate of \( \dot{V}_0 \) that \( \dot{V}_0(t) = 0 \) \((t \geq 0)\) necessarily implies that \( x(t) = 0 \) for all \( t \geq 0 \). In turn, this implies that
\[ y(t) = \dot{x}(t), z(t) = \dot{y}(t) = 0, w(t) = \dot{z}(t) = 0 \]
for all \( t \geq 0 \).

Hence the property of \((K_3)\) of Krasovskii [5] holds for the function \( V_0 \).

This completes the proof of Theorem 1. \( \square \)

**Example 1.** In the system (1.3) in case of \( n = 2 \) let \( A, G \) and \( F \) take the following form:
\[ A = \begin{bmatrix} 4 & 2 \\ 2 & 7 \end{bmatrix}, \]
\[ G = \begin{bmatrix} \frac{1}{1 + x^2 + y^2} & \frac{1}{1 + x^2 + y^2} \\ \frac{1}{1 + x^2 + y^2} & \frac{1}{1 + x^2 + y^2} \end{bmatrix} \]
and
\[ F = \begin{bmatrix} 4 + \frac{1}{1 + x^2 + y^2} & 0 \\ 0 & 4 + \frac{1}{1 + x^2 + y^2} \end{bmatrix}. \]

It is obvious that \( A, G \) and \( F \) are symmetric matrices. Then, by an easy calculation, we obtain eigenvalues of the matrices \( A, G(x, y) \) and \( F(x, y) \) as follows
\[ \lambda_1(A) = 3, \lambda_2(A) = 8, \]
\[ \lambda_1(G) = 1, \lambda_2(G) = 1 + \frac{2}{1 + x^2 + y^2} \]
and
\[ \lambda_1(F) = 4 + \frac{1}{1 + x^2 + y^2}, \lambda_2(F) = 4 + \frac{1}{1 + x^2 + y^2}. \]

Clearly, all the conditions of Theorem 1 hold for arbitrary \( H(x) \). Indeed, this fact shows that the trivial solution of corresponding vector differential equation for the
above case \( n = 2 \) is unstable. It should also be noted that, when \( G \) and \( F \) reduce to the linear case, our conclusions remain valid, too.

Our last result is the following theorem

**Theorem 2.** In addition to the basic assumptions imposed on \( C, D, \Psi \) and \( \Phi \) that appear in equation (1.2), we suppose that there exist constants \( a_3 \) and \( a_4 \) such that the following conditions hold:

\[
\lambda_i(C) \geq a_3 > 0, \quad \lambda_i(D) \geq a_4 > 0
\]

and

\[
\lambda_i(D) > \frac{1}{4} [\lambda_i(\Psi(x, y, z, w))]^2, \quad (i = 1, 2, \ldots, n).
\]

for all \( x, y, z, w \in \mathbb{R}^n \).

Then the trivial solution \( x = 0 \) of equation (1.2) is unstable for arbitrary \( \Phi \) provided that \( \Phi(0) = 0 \).

**Remark 4.** It should be noted that there exists no restriction on the vector field \( \Phi \) in the system (1.4), except \( J_{\Phi}(w) \) is symmetric.

**Remark 5.** Our second result, Theorem 2 includes the result of Ezeilo \([3, \text{Theorem 2}]\) for the special case \( n = 1 \) in the system (1.4), and improves the same result to the vector case. Equation (1.2) is also completely different from those investigated in the relevant literature, (see also Ezeilo \([2–4]\), Sadek \([7]\), Skrapek \([8]\) and Tunç \([9–11]\). Remark 1 is also valid for Theorem 2.

**Proof.** For the proof of Theorem 2, we define a Lyapunov function \( V_1 = V_1(x, y, z, w) \) given by:

\[
V_1 = -\langle w, Cy \rangle + \frac{1}{2} \langle Cz, z \rangle - \langle Dx, w \rangle + \langle Dy, z \rangle
- \int_0^1 \langle \Phi(\sigma w), w \rangle d\sigma.
\]  

(2.4)

We observe that \( V_1(0, 0, 0, 0) = 0 \). Indeed, in view of the assumptions of Theorem 2, we also have that

\[
V_1(0, 0, \epsilon, 0) = \frac{1}{2} \langle C\epsilon, \epsilon \rangle \geq \frac{a_3}{2} \langle \epsilon, \epsilon \rangle = \frac{a_3}{2} \| \epsilon \|^2 > 0
\]

for all arbitrary \( \epsilon \neq 0, \epsilon \in \mathbb{R}^n \), which verifies the property \((K_1)\) of Krasovskii \([5]\). Next, let \((x, y, z, w) = (x(t), y(t), z(t), w(t))\) be an arbitrary solution of the system
A straightforward calculation from (2.4) and (1.4) gives that
\[
\dot{V}_1 = \frac{d}{dt} V_1(x, y, z, w) = -\langle \dot{w}, Cy \rangle - \langle \dot{w}, Dx \rangle + \langle Dz, z \rangle
\]
\[
- \frac{d}{dt} \int_0^1 \langle \Phi(\sigma w), w \rangle \, d\sigma.
\]
(2.5)

Now, recall that
\[
\frac{d}{dt} \int_0^1 \langle \Phi(\sigma w), w \rangle \, d\sigma = \int_0^1 \sigma \langle J_\Phi(\sigma w)\dot{w}, w \rangle \, d\sigma + \int_0^1 \langle \Phi(\sigma w), \dot{w} \rangle \, d\sigma.
\]

But, \( J_\Phi \) being symmetric,
\[
\langle J_\Phi(\sigma w)\dot{w}, w \rangle = \langle \dot{w}, J_\Phi(\sigma w)w \rangle
\]
so that
\[
\int_0^1 \sigma \langle J_\Phi(\sigma w)\dot{w}, w \rangle \, d\sigma = \int_0^1 \sigma \langle \dot{w}, J_\Phi(\sigma w)w \rangle \, d\sigma = \int_0^1 \sigma \frac{d}{d\sigma} \langle \dot{w}, \Phi(\sigma w) \rangle \, d\sigma
\]
\[
= \sigma \langle \dot{w}, \Phi(\sigma w) \rangle \bigg|_0^1 - \int_0^1 \langle \dot{w}, \Phi(\sigma w) \rangle \, d\sigma
\]
\[
= \langle \dot{w}, \Phi(w) \rangle - \int_0^1 \langle \dot{w}, \Phi(\sigma w) \rangle \, d\sigma.
\]

Hence,
\[
\frac{d}{dt} \int_0^1 \langle \Phi(\sigma w), w \rangle \, d\sigma = \langle \dot{w}, \Phi(w) \rangle.
\]
(2.6)

Substituting the estimate (2.6) into (2.5), and then considering the system (1.4) and the assumptions of Theorem 2, we obtain
\[
\dot{V}_1 = -\langle \dot{w}, \Phi(w) \rangle - \langle \dot{w}, Cy \rangle - \langle \dot{w}, Dx \rangle + \langle Dz, z \rangle
\]
\[
= \langle \dot{w}, \dot{w} \rangle + \langle \dot{w}, \Psi(x, y, z, w)z \rangle + \langle Dz, z \rangle
\]
\[
= \left\| \dot{w} + \frac{1}{2} \Psi(x, y, z, w)z \right\|^2 + \langle Dz, z \rangle
\]
\[
- \frac{1}{4} \langle \Psi(x, y, z, w), \Psi(x, y, z, w)z \rangle.
\]
ON THE INSTABILITY SOLUTIONS

Now, using the definition of \( \dot{w} \) in (1.4), we get

\[
\dot{V}_1 = \left\| \dot{w} + \frac{1}{2} \Psi(x,y,z,w)z \right\|^2 + \langle Dz, z \rangle \\
- \frac{1}{4} \langle \Psi(x,y,z,w)z, \Psi(x,y,z,w)z \rangle \tag{2.7}
\]

Clearly, it follows from (2.7) that

\[
\dot{V}_1 \geq \langle Dz, z \rangle - \frac{1}{4} \langle \Psi(x,y,z,w)z, \Psi(x,y,z,w)z \rangle.
\]

As a result, the above discussion and (2.7) provide that the function \( \dot{V}_1 \) is positive semi-definite because of assumption \( \lambda_i(D) > \frac{1}{4} \left[ \dot{\lambda}_i(\Psi(x,y,z,w)) \right]^2 \) of Theorem 2. This case verifies the property \( (K_2) \) of Krasovskii [5].

Finally, let \((x(t), y(t), z(t), w(t))\) be an arbitrary solution of the system (1.4). We observe from the foregoing estimate of \( \dot{V}_1 \) that \( \dot{V}_1(t) = 0 \) \((t \geq 0)\) necessarily implies that \( z(t) = 0 \) for all \( t \geq 0 \). In turn, this fact implies that \( w(t) = \dot{z}(t) = 0 \) for all \( t \geq 0 \).

Since \( \Phi(0) = 0 \) we have also

\[
Cy(t) + Dx(t) = 0 \text{ for all } t \geq 0,
\]

that is,

\[
C \dot{x}(t) + Dx(t) = 0 \text{ for all } t \geq 0. \tag{2.8}
\]

Because of \( \ddot{x}(t) = 0 \), \( \dot{x}(t) = c \in \mathbb{R}^n \) for all \( t \geq 0 \). Hence by (2.8), since \( D \neq 0 \), we have that \( x(t) = c \in \mathbb{R}^n \) for all \( t \geq 0 \). But this implies that \( \dot{x}(t) = 0 \) and thus also, by (2.8), that \( x(t) = 0 \) for all \( t \geq 0 \).

This completes the verification of the property of \( (K_3) \) of Krasovskii [5] for the function \( V_1 \).

Theorem 2 is thereby established. \( \square \)
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