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1. NOTATION AND INTRODUCTION

On the interval \([a, b]\), we consider two-dimensional differential system

\[
\begin{align*}
\dot{u}_1(t) &= p_{11}(t)u_1(\tau_{11}(t)) + p_{12}(t)u_2(\tau_{12}(t)) + q_1(t) \quad (i = 1, 2) \\
\dot{u}_2(t) &= q_2(t)
\end{align*}
\]

with the initial conditions

\[
u_1(a) = c_1, \quad u_2(a) = c_2,
\]

where \(p_{ik}, q_i : [a, b] \to \mathbb{R} \quad (i, k = 1, 2)\) are Lebesgue integrable functions, \(\tau_{ik} : [a, b] \to [a, b] \quad (i, k = 1, 2)\) are measurable functions, and \(c_1, c_2 \in \mathbb{R}\). By a solution of the problem (1.1), (1.2), we understand an absolutely continuous vector function \(u = (u_1, u_2)^T : [a, b] \to \mathbb{R}^2\) satisfying the equation (1.1) almost everywhere on \([a, b]\) and verifying the initial conditions (1.2). The following notation is used throughout the paper:

- \(\mathbb{R}\) is the set of all real numbers, \(\mathbb{R}_+ = [0, +\infty[\);
- \(\mathbb{R}^2\) is the space two-dimensional column vectors \(x = (x_i)_{i=1}^2\) with the elements \(x_1, x_2 \in \mathbb{R}\) and the norm

\[
\|x\| = |x_1| + |x_2|;
\]
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If \( x, y \in \mathbb{R}^2 \) then

\[ x \leq y \quad \text{if and only if} \quad x_1 \leq y_1, \; x_2 \leq y_2; \]

\( \mathbb{R}^{2 \times 2} \) is the space of the \( 2 \times 2 \)-matrices \( X = (x_{ik})^{2}_{i,k=1} \) with the elements \( x_{ik} \in \mathbb{R} \) \( (i, k = 1, 2) \);

\( r(X) \) is the spectral radius of the matrix \( X \in \mathbb{R}^{2 \times 2} \);

\( X^T \) is the transposed matrix to \( n \times m \)-matrix \( X \);

If \( x_1, x_2 \in \mathbb{R} \) then

\[ \text{diag} (x_1, x_2) = \begin{pmatrix} x_1 & 0 \\ 0 & x_2 \end{pmatrix}; \]

\( C([a, b]; \mathbb{R}^2) \) is the Banach space of continuous vector functions \( u : [a, b] \to \mathbb{R}^2 \) equipped with the norm

\[ \|u\|_C = \max \{\|u(t)\| : t \in [a, b]\}; \]

\( \tilde{C}([a, b]; \mathbb{R}^2) \) is the set of absolutely continuous vector functions \( u : [a, b] \to \mathbb{R}^2 \);

\( L([a, b]; \mathbb{R}^2) \) is the Banach space of Lebesgue integrable vector functions \( h : [a, b] \to \mathbb{R}^2 \) equipped with the norm

\[ \|h\|_L = \int_a^b \|h(s)\|ds; \]

The equalities and inequalities with integrable functions are understood to hold almost everywhere.

The following proposition is well-known.

**Proposition 1.1.** Let

\[ p_{l3-i}(t) \geq 0 \quad \text{for} \; t \in [a, b], \; i = 1, 2. \]  

Then, for every vector function \((\gamma_1, \gamma_2)^T \in \tilde{C}([a, b]; \mathbb{R}^2)\) satisfying

\[ \gamma'_i(t) \leq \sum_{k=1}^{2} p_{ik}(t)\gamma_k(t) + q_i(t) \quad \text{for} \; t \in [a, b], \; i = 1, 2, \]

\[ \gamma_1(a) \leq c_1, \quad \gamma_2(a) \leq c_2, \]

the relation

\[ \gamma_i(t) \leq u_i(t) \quad \text{for} \; t \in [a, b], \; i = 1, 2 \]

holds, where \((u_1, u_2)^T\) is a solution of the system

\[ u'_i = \sum_{k=1}^{2} p_{ik}(t)u_k + q_i(t) \quad (i = 1, 2) \]

satisfying the initial conditions (1.2).
In the other words, if the condition (1.3) is satisfied then so-called theorem on differential inequalities holds for the system (1.4) or, equivalently, the Cauchy matrix function of the homogeneous system corresponding to (1.4) is non-negative. It is very easy to show that, under the assumption (1.3), an analogous assertion for the system (1.1) does not hold in general. Consequently, some stronger assumptions have to be required for differential systems with argument deviations. There are a lot of results concerning various types of theorems on functional differential inequalities. Let us mention, among other, papers [1–4, 6, 8, 9]. We have studied this question in [11].

Following [11], we introduce a definition.

**Definition 1.1.** Let \( \sigma_1, \sigma_2 \in \{-1, 1\} \). We say that a linear bounded operator \( \ell : C([a, b]; \mathbb{R}^2) \to L([a, b]; \mathbb{R}^2) \) belongs to the set \( S_{ab}^{2,(\sigma_1, \sigma_2)}(a) \) if every vector function \( u \in \mathcal{C}([a, b]; \mathbb{R}^2) \) such that

\[
\begin{align*}
\text{diag}(\sigma_1, \sigma_2) [u'(t) - \ell(u)(t)] & \geq 0 \quad \text{for } t \in [a, b], \\
\text{diag}(\sigma_1, \sigma_2) u(a) & \geq 0
\end{align*}
\]

satisfies the conditions

\[
\sigma_i u_i(t) \geq 0 \quad \text{for } t \in [a, b], \ i = 1, 2. \tag{1.7}
\]

**Remark 1.1.** Let the operator \( \ell : C([a, b]; \mathbb{R}^2) \to L([a, b]; \mathbb{R}^2) \) be defined by the relation

\[
\ell(v)(t) \overset{\text{def}}{=} \begin{pmatrix} p_{11}(t)v_1(\tau_{11}(t)) + p_{12}(t)v_2(\tau_{12}(t)) \\ p_{21}(t)v_1(\tau_{21}(t)) + p_{22}(t)v_2(\tau_{22}(t)) \end{pmatrix}
\]

for \( t \in [a, b], \ v = (v_1, v_2)^T \in C([a, b]; \mathbb{R}^2) \)

and let \( \ell \in S_{ab}^{2,(\sigma_1, \sigma_2)}(a) \). Then it is easy to verify that the homogeneous problem corresponding to (1.1), (1.2) has only the trivial solution. Therefore, according to the Fredholm property of the linear boundary value problems for functional differential systems (see, e. g., [5–7, 10]), the problem (1.1), (1.2) has a unique solution for any \( (q_1, q_2)^T \in L([a, b]; \mathbb{R}^2) \) and \( c_1, c_2 \in \mathbb{R} \). However, the inclusion \( \ell \in S_{ab}^{2,(\sigma_1, \sigma_2)}(a) \) guarantees, in addition, that the solution \( (u_1, u_2)^T \) of the problem indicated satisfies

\[
\sigma_i u_i(t) \geq 0 \quad \text{for } t \in [a, b], \ i = 1, 2
\]

if the relations

\[
\sigma_i q_i(t) \geq 0 \quad \text{for } t \in [a, b], \ \sigma_i c_i \geq 0 \quad (i = 1, 2)
\]

are true.

In the sequel, we set

\[
\tau^* = \max \left\{ \text{ess sup} \{ \tau_{ij}(t) : t \in [a, b] \} : i, k = 1, 2 \right\}. \tag{1.9}
\]

The following proposition is given in [11].
Proposition 1.2 ([11, Theorem 4.1]). Let $\sigma_1, \sigma_2 \in \{-1, 1\}$ and let the functions $p_{jk} (j, k = 1, 2)$ satisfy the conditions

$$\sigma_j \sigma_k p_{jk}(t) \geq 0 \quad \text{for } t \in [a, b], \; j, k = 1, 2. \quad (1.10)$$

Let, moreover, there exist numbers $\delta_i > 0$ ($i = 1, 2$) such that

$$\max \left\{ \frac{1}{\delta_i} \sum_{k=1}^{2} \delta_k \int_{a}^{t_i} |p_{ik}(s)| ds : i = 1, 2 \right\} = 1 \quad (1.11)$$

and $r(A) < 1$, where the matrix $A = (a_{ik})_{i,k=1}^{2}$ is given by the equality

$$a_{ik} = \frac{\delta_k}{\delta_i} \sum_{j=1}^{2} \int_{a}^{t_i} |p_{ij}(s)| \left( \int_{a}^{t_j(s)} |p_{jk}(\xi)| d\xi \right) ds \quad \text{for } i, k = 1, 2. \quad (1.12)$$

Then the operator $\ell$ defined by (1.8) belongs to the set $\mathcal{S}_{ab}^{2,(\sigma_1, \sigma_2)}(a)$.

We have also shown in [11] (see Example 5.3) that the assumption $r(A) < 1$ in the last proposition is optimal and cannot be weakened. On the other hand, the following example shows that the assumption indicated is not necessary for the assertion of Proposition 1.2.

**Example 1.1.** Let $p_{ii} \equiv 0$ ($i = 1, 2$) and let $p_{12}, p_{21} : [a, b] \to \mathbb{R}_+$ be integrable functions such that

$$\int_{a}^{b} p_{12}(s) ds = 1, \quad \int_{a}^{b} p_{21}(s) ds = 1. \quad (1.13)$$

It is clear that there exists $t_0 \in [a, b]$ satisfying

$$\int_{a}^{t_0} p_{12}(s) ds < 1. \quad (1.14)$$

Put $\delta_1 = 1$, $\delta_2 = 1$, $\tau_{ii} \equiv a$ ($i = 1, 2$), $\tau_{12} \equiv b$, and $\tau_{21} \equiv t_0$. Then, the matrix $A = (a_{ik})_{i,k=1}^{2}$ given by (1.12) has the form

$$A = \begin{pmatrix} \int_{a}^{b} p_{12}(s) ds & \int_{a}^{t_0} p_{12}(s) ds \\ \int_{a}^{b} p_{21}(s) ds & \int_{a}^{b} p_{21}(s) ds \end{pmatrix}. \quad (1.15)$$

It is clear that, by virtue of (1.13) and (1.14), we have $r(A) = 1$.

According to (1.13), the condition (1.11) is satisfied. Therefore, it follows from Proposition 3.3 of [11] that the operator $\ell$ given by (1.8) belongs to the set $\mathcal{S}_{ab}^{2,(\sigma_1, \sigma_2)}(a)$ if and only if the homogeneous problem corresponding to (1.1), (1.2) has only the trivial solution. Let $u = (u_1, u_2)^T$ be a solution of the problem indicated. Then

$$u'_1(t) = p_{12}(t)u_2(t), \quad u'_2(t) = p_{21}(t)u_1(t_0) \quad \text{for } t \in [a, b]. \quad (1.15)$$
\[ u_1(a) = 0, \quad u_2(a) = 0. \] 

(1.16)

The integration of the second equality in (1.15) from \( a \) to \( b \), in view of (1.13) and (1.16), results in

\[ u_2(b) = u_1(t_0) \int_a^b p_{21}(s)ds = u_1(t_0). \]

On the other hand, the integration of the first equality in (1.15) from \( a \) to \( t_0 \), on account of (1.16), implies

\[ u_1(t_0) = u_2(b) \int_a^{t_0} p_{12}(s)ds = u_1(t_0) \int_a^{t_0} p_{12}(s)ds. \]

Hence, using (1.14) in the last relations, we get \( u_1(t_0) = 0 \) and thus \( u_2(b) = 0 \), as well. Consequently, (1.15) and (1.16) yield \( u_1 = 0 \) and \( u_2 = 0 \).

Therefore, the operator \( \ell \) defined by (1.8) belongs to the set \( S_{ab} ; \) if \( r(A) = 1 \).

In Section 3, we shall give efficient conditions which are not only sufficient but also necessary for the inclusion \( \ell \in S_{ab} ; (\sigma_1, \sigma_2) (a) \) with \( \ell \) given by (1.8) provided that there exist numbers \( \delta_i > 0 \) (\( i = 1, 2 \)) such that (1.10) and (1.11) are satisfied.

2. Auxiliary statements

In addition to (1.9), we put

\[ \tau_{ii}^{*} = \text{ess sup} \{ \tau_{ii}(t) : t \in [a, b] \} \quad \text{for} \quad i = 1, 2. \] 

(2.1)

To prove the main results (see Section 3) we need some auxiliary statements. Following [4], we introduce a definition.

**Definition 2.1.** Let \( C([a, b]; \mathbb{R}) \) and \( L([a, b]; \mathbb{R}) \) denote the Banach spaces of continuous and Lebesgue integrable functions \( z : [a, b] \to \mathbb{R} \), respectively, equipped with the standard norms. We say that a linear bounded operator \( \varphi : C([a, b]; \mathbb{R}) \to L([a, b]; \mathbb{R}) \) belongs to the set \( S_{ab} (a) \) if every absolutely continuous function \( z : [a, b] \to \mathbb{R} \) such that

\[ z'(t) \geq \varphi(z)(t) \quad \text{for} \quad t \in [a, b], \quad z(a) \geq 0 \]

is non-negative on \( [a, b] \).

For \( i = 1, 2 \), we put

\[ \ell_{ii}(z)(t) \overset{\text{def}}{=} p_{ii}(t)(\tau_{ii}(t)) \quad \text{for} \quad t \in [a, b], \quad z \in C([a, b]; \mathbb{R}). \] 

(2.2)

**Lemma 2.1** ([11, Proposition 3.1]). Let \( \sigma_1, \sigma_2 \in \{ -1, 1 \} \), the condition (1.10) be satisfied, and let

\[ \int_a^{\tau^{*}} p_{12}(s)ds = \int_a^{\tau^{*}} p_{21}(s)ds = 0. \] 

(2.3)
Then the operator \( l \) given by (1.8) belongs to the set \( S_{ab}^{2,(\sigma_1,\sigma_2)}(a) \) if and only if both operators \( l_{11} \) and \( l_{22} \) defined by (2.2) belong to the set \( S_{ab}(a) \).

**Lemma 2.2.** Let \( i \in \{1, 2\} \) and
\[ p_{ii}(t) \geq 0 \quad \text{for } t \in [a, b]. \tag{2.4} \]
Then the following assertions are true:

(a) If
\[ \int_a^{\tau_{ii}^*} p_{ii}(s) \, ds < 1 \tag{2.5} \]
then the operator \( l_{ii} \) defined by (2.2) belongs to the set \( S_{ab}(a) \).

(b) Let
\[ \int_a^{\tau_{ii}^*} p_{ii}(s) \, ds = 1. \tag{2.6} \]
Then the operator \( l_{ii} \) defined by (2.2) belongs to the set \( S_{ab}(a) \) if and only if
\[ \int_a^{\tau_{ii}^*} p_{ii}(s) \left( \int_a^{\tau_{ii}^*(s)} p_{ii}(\xi) \, d\xi \right) \, ds < 1. \tag{2.7} \]

The results of the last lemma are partly contained in [4]. For the sake of completeness, we give the proof here.

**Proof of Lemma 2.2.** Let \( C([a, \tau_{ii}^*]; \mathbb{R}) \) be the Banach space of the continuous functions \( z : [a, \tau_{ii}^*] \to \mathbb{R} \) equipped with the standard norm. Let the operator \( l_{ii} \) be given by (2.2) and let
\[ l_{ii}^*(z)(t) \overset{\text{def}}{=} p_{ii}(t) z(t) \quad \text{for } t \in [a, \tau_{ii}^*], \quad z \in C([a, \tau_{ii}^*]; \mathbb{R}). \]
In the other words, \( l_{ii}^* \) is the restriction of \( l_{ii} \) to the space \( C([a, \tau_{ii}^*]; \mathbb{R}) \). Since the condition (2.4) holds and
\[ \tau_{ii}(t) \leq \tau_{ii}^* \quad \text{for } t \in [a, b], \]
it is clear that \( l_{ii} \in S_{ab}(a) \) if and only if \( l_{ii}^* \in S_{a\tau_{ii}^*}(a) \).

**Case (a).** Let the condition (2.5) be satisfied. By virtue of Remark 1.1 in [4], we find \( l_{ii}^* \in S_{a\tau_{ii}^*}(a) \), and thus \( l_{ii} \in S_{ab}(a) \).

**Case (b).** Let the condition (2.6) be fulfilled. According to Remark 1.1 in [4], \( l_{ii}^* \in S_{a\tau_{ii}^*}(a) \) if and only if the homogeneous problem
\[ z'(t) = p_{ii}(t) z(t) \quad (t \in [a, \tau_{ii}^*]), \quad z(a) = 0, \tag{2.8} \tag{2.9} \]
has only the trivial solution*. Consequently, to prove the lemma it is sufficient to show that the homogeneous problem (2.8), (2.9) has only the trivial solution if and only if the condition (2.7) is satisfied.

Let \( z \) be a solution of the problem (2.8), (2.9). Put
\[
M = \max \{ z(t) : t \in [a, \tau^*_{ii}] \}, \quad m = \min \{ z(t) : t \in [a, \tau^*_{ii}] \}
\]  
and choose \( t_M, t_m \in [a, \tau^*_{ii}] \) such that
\[
z(t_M) = M, \quad z(t_m) = m.
\]

Obviously, (2.9) and (2.10) imply
\[
M \geq 0.
\]

We can assume without loss of generality that \( t_m \leq t_M \). The integration of (2.8) from \( t_m \) to \( t_M \), in view of (2.4), (2.6), and (2.10)–(2.12), yields
\[
M - m = \int_{t_m}^{t_M} p_{ii}(s) z(\tau_{ii}(s)) ds \leq M \int_{t_m}^{t_M} p_{ii}(s) ds \leq M.
\]
Hence we get \( m \geq 0 \), i. e.,
\[
z(t) \geq 0 \quad \text{for} \quad t \in [a, \tau^*_{ii}].
\]

From (2.4), (2.8), and (2.13) we obtain
\[
z(t) \leq z(\tau^*_{ii}) \quad \text{for} \quad t \in [a, \tau^*_{ii}].
\]

Put
\[
f(t) = \int_{t}^{\tau^*_{ii}} p_{ii}(s) ds \quad \text{for} \quad t \in [a, \tau^*_{ii}].
\]

The integration of (2.8) from \( t \) to \( \tau^*_{ii} \), on account of (2.4) and (2.14), yields
\[
z(\tau^*_{ii}) - z(t) = \int_{t}^{\tau^*_{ii}} p_{ii}(s) z(\tau_{ii}(s)) ds \leq z(\tau^*_{ii}) \int_{t}^{\tau^*_{ii}} p_{ii}(s) ds \quad \text{for} \quad t \in [a, \tau^*_{ii}].
\]

Using (2.6), (2.15) and the last relations, we get
\[
z(\tau^*_{ii}) f(t) = z(\tau^*_{ii}) \left( 1 - \int_{t}^{\tau^*_{ii}} p_{ii}(s) ds \right) \leq z(t) \quad \text{for} \quad t \in [a, \tau^*_{ii}].
\]

On the other hand, the integration of (2.8) from \( a \) to \( t \), on account of (2.4), (2.9), (2.14), and (2.15), results in
\[
z(t) = \int_{a}^{t} p_{ii}(s) z(\tau_{ii}(s)) ds \leq z(\tau^*_{ii}) \int_{a}^{t} p_{ii}(s) ds = z(\tau^*_{ii}) f(t) \quad \text{for} \quad t \in [a, \tau^*_{ii}].
\]

Now, from the last relations and (2.16) we obtain
\[
z(t) = z(\tau^*_{ii}) f(t) \quad \text{for} \quad t \in [a, \tau^*_{ii}].
\]

*By a solution of the problem (2.8), (2.9), we mean an absolutely continuous function \( z : [a, \tau^*_{ii}] \to \mathbb{R} \) satisfying the equation (2.8) almost everywhere on \([a, \tau^*_{ii}]\) and verifying also the initial condition (2.9).
Finally, the integration of (2.8) from \( a \) to \( \tau_{ii}^* \), with respect to (2.9) and (2.17), implies
\[
z(\tau_{ii}^*) = \int_a^{\tau_{ii}^*} p_{ii}(s)z(\tau_{ii}(s))ds = z(\tau_{ii}^*) \int_a^{\tau_{ii}^*} p_{ii}(s)f(\tau_{ii}(s))ds,
\]
whence we get
\[
z(\tau_{ii}^*) \left[ 1 - \int_a^{\tau_{ii}^*} p_{ii}(s) \left( \int_a^{\tau_{ii}(s)} p_{ii}(\xi)d\xi \right) ds \right] = 0. \tag{2.18}
\]

We have proved that every solution \( z \) of the problem (2.8), (2.9) admits the representation (2.17), where \( z(\tau_{ii}) \) satisfies (2.18). Consequently, if (2.7) holds then the homogeneous problem (2.8), (2.9) has only the trivial solution.

It remains to show that if (2.7) is not satisfied, i.e.,
\[
\int_a^{\tau_{ii}^*} p_{ii}(s)f(\tau_{ii}(s))ds = 1, \tag{2.19}
\]
then the homogeneous problem (2.8), (2.9) has a non-trivial solution. Indeed, in view of (2.4) and (2.6), (2.15) yields
\[
f(t) \leq f(\tau_{ii}^*) = 1 \quad \text{for } t \in [a, \tau_{ii}^*].
\]
Therefore, using (2.4) and (2.19), it is easy to verify that
\[
0 \leq \int_a^{t} p_{ii}(s) \left[ 1 - f(\tau_{ii}(s)) \right] ds \leq \int_a^{\tau_{ii}^*} p_{ii}(s) \left[ 1 - f(\tau_{ii}(s)) \right] ds = 1 - \int_a^{\tau_{ii}^*} p_{ii}(s)f(\tau_{ii}(s))ds = 0 \quad \text{for } t \in [a, \tau_{ii}^*],
\]
whence we get
\[
f(t) = \int_a^{t} p_{ii}(s)f(\tau_{ii}(s))ds \quad \text{for } t \in [a, \tau_{ii}^*].
\]
Consequently, \( f \) is a non-trivial solution of the problem (2.8), (2.9). \( \square \)

**Lemma 2.3.** Let \( \sigma_1, \sigma_2 \in \{-1, 1\} \), the condition (1.10) hold, and let there exist numbers \( \delta_j > 0 \) (\( j = 1, 2 \)) such that the relation
\[
\delta_1 \int_a^{\tau^*} |p_{i1}(s)|ds + \delta_2 \int_a^{\tau^*} |p_{i2}(s)|ds = \delta_i \tag{2.20_i}
\]
is satisfied for \( i = 1, 2 \). Let, moreover, \( u = (u_1, u_2)^T \) be a solution of the homogeneous problem
\[
\begin{align*}
u_i'(t) &= p_{i1}(t)u_1(\tau_{i1}(t)) + p_{i2}(t)u_2(\tau_{i2}(t)) \quad (t \in [a, \tau^*], \ i = 1, 2) \tag{2.21} \\
u_1(a) &= 0, \quad u_2(a) = 0. \tag{2.22}
\end{align*}
\]
Then both functions $u_1$ and $u_2$ do not change their signs on $[a, \tau^*]$. If, in addition,
\[ \int_a^{\tau^*} |p_{12}(s)| ds + \int_a^{\tau^*} |p_{21}(s)| ds > 0 \]  
then the relation
\[ \sigma_1 \sigma_2 u_1(t) u_2(t) \geq 0 \quad \text{for } t \in [a, \tau^*] \]
is satisfied.

Proof. For $i = 1, 2$, we put
\[ M_i = \max \{ \sigma_i u_i(t) : t \in [a, \tau^*] \}, \quad m_i = -\min \{ \sigma_i u_i(t) : t \in [a, \tau^*] \}. \]
Choose $t_i, T_i \in [a, \tau^*]$ ($i = 1, 2$) such that
\[ \sigma_i u_i(T_i) = M_i, \quad \sigma_i u_i(t_i) = -m_i \quad \text{for } i = 1, 2, \]
and put
\[ \tilde{p}_{ik} = \int_a^{\tau^*} |p_{ik}(s)| ds \quad \text{for } i, k = 1, 2. \]

Let us first suppose that both functions $u_1$ and $u_2$ change their signs on $[a, \tau^*]$. Then we have
\[ M_i > 0, \quad m_i > 0 \]
for $i = 1, 2$. We can assume without loss of generality that $T_1 < t_1$. The integration of (2.21) with $i = 1$ from $T_1$ to $t_1$, in view of (1.10) and (2.25)–(2.27), yields
\[
M_1 + m_1 = -\sigma_1 \int_{T_1}^{t_1} p_{11}(s) u_1(t_1(s)) ds - \sigma_1 \int_{T_1}^{t_1} p_{12}(s) u_2(t_1(s)) ds \leq \\
\leq m_1 \int_{T_1}^{t_1} |p_{11}(s)| ds + m_2 \int_{T_1}^{t_1} |p_{12}(s)| ds \leq m_1 \tilde{p}_{11} + m_2 \tilde{p}_{12}. \tag{2.29}
\]
It is clear that either $T_2 < t_2$ or $T_2 > t_2$ is satisfied.

Case 1: $T_2 < t_2$ holds. The integration of (2.21) with $i = 2$ from $T_2$ to $t_2$, on account of (1.10) and (2.25)–(2.27), implies
\[
M_2 + m_2 = -\sigma_2 \int_{T_2}^{t_2} p_{21}(s) u_1(t_2(s)) ds - \sigma_2 \int_{T_2}^{t_2} p_{22}(s) u_2(t_2(s)) ds \leq \\
\leq m_1 \int_{T_2}^{t_2} |p_{21}(s)| ds + m_2 \int_{T_2}^{t_2} |p_{22}(s)| ds \leq m_1 \tilde{p}_{21} + m_2 \tilde{p}_{22}. \tag{2.30}
\]
If $\delta_1 m_2 \leq \delta_2 m_1$, then from (2.20) and (2.29) we get
\[ M_1 + m_1 \leq m_1 \tilde{p}_{11} + \frac{\delta_2}{\delta_1} m_1 \tilde{p}_{12} \leq m_1. \tag{2.31}
\]
which contradicts (2.28).
If \( \delta_1 m_2 > \delta_2 m_1 \) then (2.202) and (2.30) result in
\[
M_2 + m_2 \leq \frac{\delta_1}{\delta_2} m_2 \bar{p}_{21} + m_2 \bar{p}_{22} \leq m_2,
\]
which contradicts (2.282).

**Case 2:** \( T_2 > t_2 \) holds. The integrations of (2.21) with \( i = 2 \) from \( a \) to \( t_2 \) and from \( t_2 \) to \( T_2 \), on account of (1.10), (2.22), and (2.25)–(2.27), yield
\[
m_2 = -\sigma_2 \int_a^{t_2} p_{21}(s)u_1(\tau_{21}(s))ds - \sigma_2 \int_a^{t_2} p_{22}(s)u_2(\tau_{22}(s))ds \leq
\]
\[
\leq m_1 \int_a^{t_2} |p_{21}(s)|ds + m_2 \int_a^{t_2} |p_{22}(s)|ds \leq m_1 \bar{p}_{21} + m_2 \bar{p}_{22},
\]
(2.32)
and
\[
M_2 + m_2 = \sigma_2 \int_{t_2}^{T_2} p_{21}(s)u_1(\tau_{21}(s))ds + \sigma_2 \int_{t_2}^{T_2} p_{22}(s)u_2(\tau_{22}(s))ds \leq
\]
\[
\leq M_1 \int_{t_2}^{T_2} |p_{21}(s)|ds + M_2 \int_{t_2}^{T_2} |p_{22}(s)|ds \leq M_1 \bar{p}_{21} + M_2 \bar{p}_{22}.
\]
(2.33)

If \( \delta_1 m_2 \leq \delta_2 m_1 \) then from (2.201) and (2.29) we get (2.31), which contradicts (2.281).

If \( \delta_1 m_2 > \delta_2 m_1 \) and \( \bar{p}_{21} > 0 \) then (2.202) and (2.32) imply
\[
m_2 < \frac{\delta_1}{\delta_2} m_2 \bar{p}_{21} + m_2 \bar{p}_{22} \leq m_2,
\]
which is a contradiction.

If \( \delta_1 m_2 > \delta_2 m_1 \) and \( \bar{p}_{21} = 0 \) then (2.202) and (2.33) results in
\[
M_2 + m_2 \leq M_2 \bar{p}_{22} \leq M_2,
\]
(2.34)
which contradicts (2.282).

The contradictions obtained prove that at least one of the functions \( u_1 \) and \( u_2 \) does not change its sign on \([a, \tau^*] \). We can assume without loss of generality that
\[
\sigma_1 u_1(t) \geq 0 \quad \text{for} \ t \in [a, \tau^*].
\]
(2.35)

Suppose that, on the contrary, \( u_2 \) changes its sign. Then (2.282) is satisfied and either \( T_2 < t_2 \) or \( T_2 > t_2 \) is true.

**Case 1:** \( T_2 < t_2 \) holds. The integration of (2.21) with \( i = 2 \) from \( T_2 \) to \( t_2 \), in view of (1.10), (2.202), (2.25)–(2.27), and (2.35), implies
\[
M_2 + m_2 = -\sigma_2 \int_{T_2}^{t_2} p_{21}(s)u_1(\tau_{21}(s))ds - \sigma_2 \int_{T_2}^{t_2} p_{22}(s)u_2(\tau_{22}(s))ds \leq
\]
which contradicts (2.282).

Case 2: \( T_2 > t_2 \) holds. The integrations of (2.21) with \( i = 2 \) from \( t_2 \) to \( T_2 \) and from \( a \) to \( t_2 \), with respect to (1.10), (2.25)–(2.27), and (2.35), result in (2.33) and

\[
m_2 = -\sigma_2 \int_a^{t_2} p_{21}(s) u_1(t_{21}(s)) ds - \sigma_2 \int_a^{t_2} p_{22}(s) u_2(t_{22}(s)) ds \leq \]
\[
\leq m_2 \int_a^{t_2} |p_{22}(s)| ds \leq m_2 \tilde{p}_{22} . \quad (2.36)
\]

If \( \tilde{p}_{21} = 0 \) then from (2.202) and (2.33) we get (2.34), which contradicts (2.282). If \( \tilde{p}_{21} > 0 \) then (2.202) guarantees that \( \tilde{p}_{22} < 1 \). Consequently, (2.36) implies \( m_2 \leq 0 \), which contradicts (2.282).

We have proved that both functions \( u_1 \) and \( u_2 \) do not change their signs on \([a, \tau^*] \). Let, in addition, (2.23) holds. We will show that (2.24) is satisfied. We can assume without loss of generality that \( \tilde{p}_{12} > 0 \) and the condition (2.35) is fulfilled. Suppose that, on the contrary, (2.24) is not true. Then

\[
M_1 > 0 \quad (2.37)
\]

and

\[
\sigma_2 u_2(t) \leq 0 \quad \text{for} \quad t \in [a, \tau^*] . \quad (2.38)
\]

Obviously, (2.201) implies that

\[
\tilde{p}_{11} < 1 . \quad (2.39)
\]

The integration of (2.21) with \( i = 1 \) from \( a \) to \( T_1 \), in view of (1.10), (2.22), (2.25)–(2.27), and (2.38), results in

\[
M_1 = \sigma_1 \int_a^{T_1} p_{11}(s) u_1(t_{11}(s)) ds + \sigma_1 \int_a^{T_1} p_{12}(s) u_2(t_{12}(s)) ds \leq \]
\[
\leq M_1 \int_a^{T_1} |p_{11}(s)| ds \leq M_1 \tilde{p}_{11} . \]

Using (2.39) in the last relations, we get \( M_1 \leq 0 \), which contradicts (2.37). The contradiction obtained proves that the condition (2.24) is satisfied.

3. Main results

Recall that the numbers \( \tau^* \) and \( \tau^*_i \) (\( i = 1, 2 \)) are given by (1.9) and (2.1), respectively.
Theorem 3.1. Let $\sigma_1, \sigma_2 \in \{-1, 1\}$, $i \in \{1, 2\}$, and let the condition (1.10) hold. Let, moreover, there exist $\delta_j > 0$ ($j = 1, 2$) such that
\[
\delta_1 \int_a^{r^*} |p_{i1}(s)| ds + \delta_2 \int_a^{r^*} |p_{i2}(s)| ds = \delta_i
\] (3.1)
and
\[
\delta_1 \int_a^{r^*} |p_{3-i1}(s)| ds + \delta_2 \int_a^{r^*} |p_{3-i2}(s)| ds < \delta_{3-i}.
\] (3.2)
Then the following assertions are true:
(a) If the condition (2.5) is satisfied then the operator $\ell$ given by (1.8) belongs to the set $S_{ab}^{2, (\sigma_1, \sigma_2)}(a)$.
(b) Let the condition (2.6) be satisfied. Then the operator $\ell$ given by (1.8) belongs to the set $S_{ab}^{2, (\sigma_1, \sigma_2)}(a)$ if and only if the condition (2.7) is true.

Proof. We can assume without loss of generality that $i = 1$. Let the operators $\ell$ and $\ell_{11}, \ell_{22}$ are defined by (1.8) and (2.2), respectively. We first note that (1.10) and (3.2) imply
\[
\int_a^{r_{22}} p_{22}(s) ds < 1.
\] Hence, Lemma 2.2 (a) guarantees
\[
\ell_{22} \in S_{ab}(a). \tag{3.3}
\]

Case (a). If $p_{12} \neq 0$ then the assertion of the theorem follows from Proposition 3.2 in [11]. Therefore, suppose that $p_{12} = 0$. Then, by virtue of (3.3) and Lemma 2.1, it is sufficient to show that $\ell_{11} \in S_{ab}(a)$. However, using (2.5) and Lemma 2.2 (a), we see that the inclusion $\ell_{11} \in S_{ab}(a)$ is true.

Case (b). According to (3.1) and (2.6), we get $p_{12} = 0$. By virtue of (3.3) and Lemma 2.1, the operator $\ell$ belongs to the set $S_{ab}^{2, (\sigma_1, \sigma_2)}(a)$ if and only if $\ell_{11} \in S_{ab}(a)$. However, in view of (2.6) and Lemma 2.2 (b), $\ell_{11} \in S_{ab}(a)$ if and only if the condition (2.7) is satisfied.

Theorem 3.2. Let $\sigma_1, \sigma_2 \in \{-1, 1\}$, the condition (1.10) hold, and let there exist $\delta_j > 0$ ($j = 1, 2$) such that the relation (3.1) is satisfied for $i = 1, 2$. Then the following assertions are true:
(a) Let the inequality (2.3) be fulfilled and let the condition (2.5) hold for $i = 1, 2$. Then the operator $\ell$ given by (1.8) belongs to the set $S_{ab}^{2, (\sigma_1, \sigma_2)}(a)$.
(b) Let the condition (2.3) hold and let there exist $i \in \{1, 2\}$ such that the condition (2.6) is satisfied. Then the operator $\ell$ given by (1.8) belongs to the set $S_{ab}^{2, (\sigma_1, \sigma_2)}(a)$ if and only if the condition (2.7) holds for every $i \in \{1, 2\}$ such that the condition (2.6) is true.
Let
\[
\int_a^\tau p_{12}(s)ds \int_a^\tau p_{21}(s)ds \neq 0. \tag{3.4}
\]
Then the operator \( \ell \) given by (1.8) belongs to the set \( S_{ab}^{2,(\sigma_1,\sigma_2)}(a) \) if and only if there exist \( i \in \{1,2\} \) such that
\[
\sum_{j=1}^2 \int_a^{\tau_i} |p_{ij}(s)| \left( \sum_{k=1}^2 \delta_k \int_a^{\tau_{ik}(s)} |p_{jk}(\xi)|d\xi \right) ds < \delta_i. \tag{3.5}
\]

**Proof.** Let the operators \( \ell \) and \( \ell_{11}, \ell_{22} \) are defined by (1.8) and (2.2), respectively.

**Case (a).** According to (2.5) and Lemma 2.2 (a), we get
\[
\ell_{11} \in S_{ab}(a), \quad \ell_{22} \in S_{ab}(a).
\]
Hence, by virtue of (2.3) and Lemma 2.1, it is clear that \( \ell \in S_{ab}^{2,(\sigma_1,\sigma_2)}(a) \).

**Case (b).** It is easy to see from (1.10) and (3.1) that, for \( i = 1,2 \), either (2.5) or (2.6) is satisfied. Therefore, in view of (2.3), the assertion of the theorem follows immediately from Lemmas 2.1 and 2.2.

**Case (c).** Let the operator \( \ell^*: C([a, \tau^*]; \mathbb{R}^2) \to L([a, \tau^*]; \mathbb{R}^2) \) be defined by the formula
\[
\ell^*(v)(t) \overset{\text{def}}{=} \begin{pmatrix}
  p_{11}(t)v_1(\tau_{11}(t)) + p_{12}(t)v_2(\tau_{12}(t)) \\
  p_{21}(t)v_1(\tau_{21}(t)) + p_{22}(t)v_2(\tau_{22}(t))
\end{pmatrix}
\]
for \( t \in [a, \tau^*] \). In the other words, \( \ell^* \) is the restriction of \( \ell \) into the space \( C([a, \tau^*]; \mathbb{R}^2) \). Since (1.10) holds and
\[
\tau_{ik}(t) \leq \tau^* \quad \text{for} \ t \in [a, b], \ i, k = 1, 2,
\]
it is clear that \( \ell \in S_{ab}^{2,(\sigma_1,\sigma_2)}(a) \) if and only if \( \ell^* \in S_{ab}^{2,(\sigma_1,\sigma_2)}(a) \). However, according to (3.1) and Proposition 3.3 in [11], \( \ell^* \in S_{ab}^{2,(\sigma_1,\sigma_2)}(a) \) if and only if the homogeneous problem (2.21), (2.22) has only the trivial solution. Consequently, to prove the theorem it is sufficient to show that the homogeneous problem (2.21), (2.22) has only the trivial solution if and only if there exists \( i \in \{1,2\} \) such that (3.5) is satisfied.

Let \( u = (u_1, u_2)^T \) be a solution the problem (2.21), (2.22). According to (3.4) and Lemma 2.3, we can assume that
\[
\sigma_i u_i(t) \geq 0 \quad \text{for} \ t \in [a, \tau^*], \ i = 1, 2. \tag{3.6}
\]
Therefore, in view of (1.10) and (3.6), from (2.21) we get
\[
\sigma_i u_i(t) \leq \sigma_i u_i(\tau^*) \quad \text{for} \ t \in [a, \tau^*], \ i = 1, 2. \tag{3.7}
\]
Put
\[ u_i^* = \frac{\sigma_i}{\delta_i} u_i(t^*) \quad \text{for } i = 1, 2, \]  
(3.8)

\[ f_i(t) = \sigma_i \sum_{k=1}^{2} \delta_k \int_t^\tau |p_{ik}(s)| ds \quad \text{for } t \in [a, \tau^*], \ i = 1, 2. \]  
(3.9)

The integration of (2.21) from \( t \) to \( \tau^* \), on account of (1.10) and (3.7), implies
\[ \sigma_i u_i(t^*) - \sigma_i u_i(t) = \int_t^{\tau^*} |p_{i1}(s)| \sigma_1 u_1(t_1(s)) ds + \int_t^{\tau^*} |p_{i2}(s)| \sigma_2 u_2(t_2(s)) ds \leq \sigma_1 u_1(t^*) \int_t^{\tau^*} |p_{i1}(s)| ds + \sigma_2 u_2(t^*) \int_t^{\tau^*} |p_{i2}(s)| ds \]
for \( t \in [a, \tau^*], \ i = 1, 2 \). Using the notation (3.8), we get
\[ \delta_i u_i^* + \sum_{k=1}^{2} \delta_k u_k^* \int_a^t |p_{ik}(s)| ds \leq \sigma_1 u_1(t) + \sum_{k=1}^{2} \delta_k u_k^* \int_a^{\tau^*} |p_{ik}(s)| ds \quad \text{for } t \in [a, \tau^*], \ i = 1, 2. \]  
(3.10)

On the other hand, the integration of (2.21) from \( a \) to \( t \), in view of (1.10), (2.22), (3.7), and (3.8) yields
\[ \sigma_i u_i(t) = \int_a^t |p_{i1}(s)| \sigma_1 u_1(t_1(s)) ds + \int_a^t |p_{i2}(s)| \sigma_2 u_2(t_2(s)) ds \leq \delta_1 u_1^* \int_a^{\tau^*} |p_{i1}(s)| ds + \delta_2 u_2^* \int_a^{\tau^*} |p_{i2}(s)| ds \]  
(3.11)
for \( t \in [a, \tau^*], \ i = 1, 2 \). Now, from (3.10) and (3.11) we obtain
\[ \delta_i u_i^* \leq \delta_1 u_1^* \int_a^{\tau^*} |p_{i1}(s)| ds + \delta_2 u_2^* \int_a^{\tau^*} |p_{i2}(s)| ds \quad \text{for } i = 1, 2, \]
whence we get
\[ u_i^* \left( \delta_i - \delta_1 \int_a^{\tau^*} |p_{i1}(s)| ds \right) \leq u_{3-i}^* \delta_{3-i} \int_a^{\tau^*} |p_{i3-i}(s)| ds \quad (i = 1, 2). \]  
(3.12)

By virtue of (3.1) and (3.4), (3.12) yields \( u_i^* \leq u_{3-i}^* \) for \( i = 1, 2 \) and thus
\[ u_1^* = u_2^*: \]  
(3.13)

Now (3.10), in view of (3.1) and (3.9), yields
\[
\sigma_i u_i(t) \geq u^* \sum_{k=1}^{2} \delta_k \int_{a}^{t} |p_{ik}(s)| ds + u^* \left( \delta_i - \sum_{k=1}^{2} \delta_k \int_{a}^{t} |p_{ik}(s)| ds \right) = u^* \sigma_i f_i(t) \quad \text{for } t \in [a, \tau^*], \quad i = 1, 2. \quad (3.14)
\]

On the other hand, using (3.1), (3.9), and (3.13), we can rewrite (3.11) as
\[
\sigma_i u_i(t) \leq u^* \sum_{k=1}^{2} \delta_k \int_{a}^{t} |p_{ik}(s)| ds = u^* \sigma_i f_i(t)
\]

for \( t \in [a, \tau^*], \quad i = 1, 2. \quad (3.15)\)

Hence, (3.14) and (3.15) result in
\[
u_i(t) = u^* f_i(t) \quad \text{for } t \in [a, \tau^*], \quad i = 1, 2. \quad (3.16)\]

Finally, the integration of (2.21) from \( a \) to \( \tau^* \), in view of (1.10), (2.22), and (3.16), yields
\[
\sigma_i u_i(\tau^*) = \int_{a}^{\tau^*} |p_{i1}(s)| \sigma_i u_i(s) ds + \int_{a}^{\tau^*} |p_{i2}(s)| \sigma_2 u_2(s) ds = u^* \sum_{j=1}^{2} \int_{a}^{\tau^*} |p_{ij}(s)| \sigma_j f_j(s) ds
\]

for \( t \in [a, \tau^*], \quad i = 1, 2 \), whence we get
\[
u^* \left[ \delta_i - \sum_{j=1}^{2} \int_{a}^{\tau^*} |p_{ij}(s)| \left( \sum_{k=1}^{2} \delta_k \int_{a}^{\tau^*} |p_{jk}(\xi)| d\xi \right) ds \right] = 0 \quad (i = 1, 2) \quad (3.17)
\]
because of the notations (3.8), (3.9), and (3.13).

We have proved that every solution \( u \) of the problem (2.21), (2.22) admits the representation
\[
u(t) = u^* f(t) \quad \text{for } t \in [a, \tau^*],
\]
where \( f = (f_1, f_2)^T \) and \( u^* \) satisfies (3.17). Consequently, if there exists \( i \in \{1, 2\} \) such that (3.5) is true then the homogeneous problem (2.21), (2.22) has only the trivial solution.

It remains to show that if the condition (3.5) is not satisfied for any \( i \in \{1, 2\}, \) i.e.,
\[
\sum_{j=1}^{2} \int_{a}^{\tau^*} |p_{ij}(s)| \sigma_j f_j(s) ds = \delta_i \quad \text{for } i = 1, 2, \quad (3.18)
\]
then the problem (2.21), (2.22) has a non-trivial solution. Indeed, (3.1) and (3.9) yield
\[
\sigma_i f_i(\tau^*) = \delta_i \quad \text{for } t \in [a, \tau^*], \quad i = 1, 2.
\]
Therefore, using (3.1) and (3.18), it is easy to verify that

\[
0 \leq \sum_{k=1}^{2} \int_{a}^{t} |p_{ik}(s)| \left[ \delta_k - \sigma_k f_k(\tau ik(s)) \right] ds \leq \sum_{k=1}^{2} \int_{a}^{t^*} |p_{ik}(s)| \left[ \delta_k - \sigma_k f_k(\tau ik(s)) \right] ds = \delta_i - \sum_{k=1}^{2} \int_{a}^{t^*} |p_{ik}(s)| \sigma_k f_k(\tau ik(s)) ds = 0
\]

for \( t \in [a, t^*] \) and \( i = 1, 2 \). Hence we get

\[
f_i(t) = \sigma_i \sum_{k=1}^{2} \int_{a}^{t} |p_{ik}(s)| \sigma_k f_k(\tau ik(s)) ds = \sum_{k=1}^{2} \int_{a}^{t} p_{ik}(s) f_k(\tau ik(s)) ds
\]

for \( t \in [a, t^*], i = 1, 2 \). Consequently, \( f = (f_1, f_2)^T \) is a non-trivial solution of problem (2.21), (2.22).

\[\square\]
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