IDENTITIES RELATED TO THE STIRLING NUMBERS AND MODIFIED APOSTOL-TYPE NUMBERS ON UMBRAL CALCULUS
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Abstract. In this paper, by using umbral calculus and umbral algebra methods, we derive several interesting identities and relations related to the modified and unification of the Bernoulli, Euler and Genocchi polynomials and numbers and the generalized (β-) Stirling numbers of the second kind. We also give some applications and remarks related to these numbers and polynomials.
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1. INTRODUCTION, DEFINITIONS AND PRELIMINARIES

As usual, let \( \mathbb{N}, \mathbb{Z}, \mathbb{Q}, \mathbb{R}, \mathbb{R}^+ \) and \( \mathbb{C} \) denote the sets of positive integers, integers, rational numbers, real numbers, positive real numbers and complex numbers, respectively, and \( \mathbb{N}_0 := \mathbb{N} \cup \{0\} \). Assume that \( \log z \) denotes the principal branch of the multi-valued function \( \log z \) with the imaginary part \( \Im(\log z) \) constrained by \(-\pi < \Im(\log z) < \pi\). Denote the falling factorial by \( (n)_k = n(n-1)\cdots(n-k+1) \) \( (k \geq 1) \) with \( (n)_0 = 1 \).

The unification of the Bernoulli, Euler and Genocchi polynomials is defined by Ozden [17]:

\[
g_\beta(x,t;k,a,l) := \frac{2^{1-k}t^k e^{tx}}{\beta^l e^t - a^l} = \sum_{n=0}^{\infty} \gamma_{n,\beta}(x;k,a,l) \frac{t^n}{n!}. \tag{1.1}
\]

If \( \beta = a \) then \( |t| < 2\pi \), and if \( \beta \neq a, k \in \mathbb{N}_0 \) and \( a,l \in \mathbb{C} \setminus \{0\} \) then \( |t| < l \log \left( \frac{\beta}{a} \right) \).

Remark 1. Note that Equation (1.1) with \( x = 1 \) is reduced to the generating functions for the unification of the Bernoulli, Euler and Genocchi numbers.
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Remark 2. Using the special values of $a, l, k$ and $\beta$ in (1.1), the polynomials $Y_{n,\beta}(x; k, a, l)$ provide us a generalization and unification of the Apostol-Bernoulli polynomials, Apostol-Euler polynomials and Apostol-Genocchi polynomials, given by

$$B_n(x, \beta) = Y_{n,\beta}(x; 1, 1, 1),$$
$$E_n(x, \beta) = Y_{n,\beta}(x; 0, -1, 1)$$
and

$$G_n(x, \beta) = Y_{n,\beta}(x; 1, -1, 1),$$
respectively. Moreover, for the classical Bernoulli polynomials $B_n(x)$, the classical Euler polynomials $E_n(x)$ and the classical Genocchi polynomials $G_n(x)$, given by

$$B_n(x) = B_n(x, 1),$$
$$E_n(x) = E_n(x, 1)$$
and

$$G_n(x) = G_n(x, 1),$$
respectively. Substituting $x = 0$ into these polynomials, one also has the classical Bernoulli numbers $B_n$, the classical Euler numbers $E_n$ and the classical Genocchi numbers $G_n$, given by

$$B_n = B_n(0),$$
$$E_n = E_n(0),$$
and

$$G_n = G_n(0),$$
respectively. In [9], Bernoulli polynomial can be expressed as an affine combination of the polynomials $(x - 1)^n, (x - 2)^n, \ldots, (x - k - 1)^n$. In [25], generating functions for some families of Genocchi type polynomials were constructed. In [8], a further investigation for the Apostol-Bernoulli polynomials and the Apostol-Genocchi polynomials was presented. In [7], some new formulas for such a kind of sums of the products of an arbitrary number of the Apostol-Bernoulli, Euler, and Genocchi polynomials were established by making use of the generating function methods and summation transform techniques. See [1]-[26] and the references therein.

In [15], Ozden and Simsek modified the polynomials $Y_{n,\beta}(x; k, a, l)$ as follows:

$$f(t; k, a, b, \beta) = \left( \frac{t^{k-1} - k}{\beta b^t - a^t} \right)^v b^{\lambda t} = \sum_{n=0}^{\infty} Y_{n,\beta}^{(v)}(x, k, a, b) \frac{t^n}{n!},$$

(1.2)

where the polynomials $Y_{n,\beta}^{(v)}(x, k, a, b)$ are called modification and unification of the Apostol-type polynomials of order $v$. One easily sees that

$$Y_{n,\beta}^{(v)}(0, k, a, b) = Y_{n,\beta}^{(v)}(k, a, b).$$
which denotes modification and unification of the Apostol-type numbers of order $v$, and

$$y_{n;1}^{(v)}(x;k,1,1) = Y_{n;1}^{(v)}(x,k,1,e)$$

which denotes Apostol-type polynomials (See [16, 17]). In [11], several symmetry identities for generalized Apostol type polynomials were proved by using their generating functions.

Ozden and Simsek [15] gave an explicit formula for the polynomials $Y_{n;1}^{(v)}(x,k,a,b)$ as

$$Y_{n;1}^{(v)}(x,k,a,b) = \sum_{j=0}^{n} \binom{n}{j} x^{n-j} (x \ln b)^{n-j} Y_{j;1}^{(v)}(k,a,b).$$

and also gave the recurrence relation for the numbers $Y_{1}^{(v)}(k,a,b)$ as

$$\beta (Y_{1}^{(v)}(k,a,b) + \ln b)^{n} - (Y_{1}^{(v)}(k,a,b) + \ln a)^{n} = \begin{cases} \frac{2^{1-k} k!}{n-k}, & n \neq k, \\ 0, & n = k, \end{cases}$$

where $(Y_{1}^{(v)}(k,a,b))^{m}$ is replaced by $Y_{m;1}(k,a,b)$.

**Remark 3.** $Y_{m;1}(k,a,b)$ is a generalization of the classical Bernoulli, Euler and Genocchi numbers. If we substitute $k = a = \beta = v = 1$ and $b = e$ into (1.2), we have

$$Y_{1}^{(1)}(1,1,e) = B_{n}.$$ 

If we substitute $k = 0, a = v = 1, \beta = -1$ and $b = e$ into (1.2), we have

$$Y_{1}^{(1)}(0,1,e) = -E_{n}.$$ 

If we substitute $k = a = v = 1, \beta = -1$ and $b = e$ into (1.2), we have

$$Y_{1}^{(1)}(1,1,e) = -\frac{1}{2}G_{n}.$$ 

The generalized $\beta$-Stirling type numbers of the second kind are given by the following definition:

**Definition 1** (see [21]). Let $a, b \in \mathbb{R}^{+}$ with $a \neq b$, $\beta \in \mathbb{C}$ and $v \in \mathbb{N}_{0}$. The generalized Stirling numbers of the second kind $S(n,v;a,b;\beta)$ are defined by the generating function

$$f_{S,v}(t;a,b;\beta) = \frac{(\beta b^{t} - a^{t})^{v}}{v!} = \sum_{n=0}^{\infty} S(n,v;a,b;\beta) \frac{t^{n}}{n!}. \quad (1.3)$$

Substituting $a = 1$ and $b = e$ into (1.3), we have the $\beta$-Stirling numbers of the second kind

$$S(n,v;1,e;\beta) = S(n,v;\beta).$$
(See [13, 23, 24]). If $\beta = 1$, then we get the classical Stirling numbers of the second kind by

$$S(n, v; 1) = S(n, v)$$

(See [1]-[26]).

We have the following theorem in [22].

**Theorem 1.** We have

$$S(n, v; a; b; \beta) = \frac{1}{v!} \sum_{j=0}^{v} (-1)^{j} \binom{v}{j} \beta^{v-j} (j \ln a + (v-j) \ln b)^n$$  \hfill (1.4)

and

$$S(n, v; a; b; \beta) = \frac{1}{v!} \sum_{j=0}^{v} (-1)^{v-j} \binom{v}{j} \beta^{j} (j \ln b + (v-j) \ln a)^n. \hfill (1.5)$$

**Remark 4.** Note that by setting $a = 1$ and $b = e$ in the identity (1.4), we have

$$S(n, v; e) = \frac{1}{v!} \sum_{j=0}^{v} \binom{v}{j} \beta^{j} (j) (-1)^{j} (v-j)^n.$$

This relation has been studied by Srivastava [23] and Luo [13]. If $\beta = 1$, then this relation is further reduced to

$$S(n, v) = \frac{1}{v!} \sum_{j=0}^{v} \binom{v}{j} (-1)^{j} (v-j)^n$$

(see [1]-[26]).

**Definition 2 ([22]).** Let $a, b \in \mathbb{R}^+$ with $a \neq b$, $x \in \mathbb{R}$, $\beta \in \mathbb{C}$ and $v \in \mathbb{N}_0$. The generalized array type polynomials $S^n_v (x; a, b; \beta)$ are defined by means of the following generating function:

$$g_v(x,t; a, b; \beta) = \frac{1}{v!} (\beta b^t - a^t)^v b^{xt} = \sum_{n=0}^{\infty} S^n_v (x; a, b; \beta) \frac{t^n}{n!}. \hfill (1.6)$$

By using (1.6), we have

$$S^n_v (x; a, b; \beta) = \frac{1}{v!} \sum_{j=0}^{v} (-1)^{v-j} \binom{v}{j} \beta^{j} \left( \ln \left( a^{v-j} b^{x+j} \right) \right)^n \hfill (1.7)$$

(see [22]).

Note that the polynomials $S^n_v (x; a, b; \beta)$ are called the generalized $\lambda$-array type polynomials.

Substituting $x = 0$ into (1.7), we get (1.5) by

$$S^n_v (0; a, b; \beta) = S(n, v; a, b; \beta).$$
Setting $a = \beta = 1$ and $b = e$ in (1.7), we have

$$S^n_v(x) = \frac{1}{v!} \sum_{j=0}^{v} (-1)^{v-j} \binom{v}{j} (x+j)^n,$$

which is a result in Chang and Ha [2, Eq.(3.1)] and Simsek [21]. It is easy to see that $S^n_0(x) = S^n_n(x) = 1$, $S^n_0(x) = x^n$, and for $v > n$, $S^n_v(x) = 0$ (see [2, Eq.(3.1)]).

**Theorem 2** ([22]). We have

$$S^n_v(x; a, b; \lambda) = \sum_{j=0}^{n} \binom{n}{j} S(j, v; a, b; \lambda) (\ln b x)^{n-j}. \quad (1.8)$$

The theory of the umbral calculus and the umbral algebra has been applied and expanded by many authors. By using the action of a linear functional on a polynomial Sheffer sequences and Appell sequences, one can obtain many properties of various polynomials. In [4] by using methods of umbral calculus and algebraic nature, some progress in the theory of generating functions involving harmonic numbers were made. In [18] by investigating some umbral-calculus generalizations of the addition formulas, several addition formulas for a general class of Appell sequences are given, involving the generalized Bernoulli, Euler, Genocchi and Srivastava polynomials. In [26] umbral calculus presentations of the Chan-Chyan-Srivastava polynomials and of their substantially more general form, the Erkus-Srivastava polynomials were investigated.

In this paper, by using umbral calculus and umbral algebra methods, we derive several interesting identities and relations related to the modified and unification of the Bernoulli, Euler and Genocchi polynomials and numbers and the generalized ($\beta$-) Stirling numbers of the second kind. We also give some applications and remarks related to these numbers and polynomials.

Some results in this paper are extracted from the preprint [20], and the conference proceeding and survey can be seen in [10].

2. IDENTITIES ON UMBRAL CALCULUS AND UMBRAL ALGEBRA

In this section, we give several relations between the modification and unification of the Apostol-type polynomials of order $v$ and the Stirling numbers of the second kind.

We need some identities of the umbral algebra and calculus. The following formulas and notations are given in work of Roman [19].

Let $P$ be the algebra of polynomials in the single variable $x$ over the complex number field. Let $P^*$ be the vector space of all linear functionals on $P$. Let $(L \mid p(x))$ be the action of a linear functional $L$ on a polynomial $p(x)$. Let $F$ denote the algebra
of formal power series

\[ f(t) = \sum_{k=0}^{\infty} \frac{a_k}{k!} t^k. \]  

(2.1)

Let \( f \in F \) define a linear functional on \( P \) and for all \( k \in \mathbb{N}_0 \),

\[ a_k = \left\langle f(t) \mid t^k \right\rangle. \]  

(2.2)

The order \( o(f(t)) \) of a power series \( f(t) \) is the smallest integer \( k \) for which the coefficient of \( t^k \) does not vanish. A series \( f(t) \) for which \( o(f(t)) = 1 \) is called a delta series. And a series \( f(t) \) for which \( o(f(t)) = 0 \) is called an invertible series.

Let \( f(t), g(t) \) be in \( F \). Then we have

\[ \langle f(t)g(t) \mid p(x) \rangle = \langle f(t) \mid g(t)p(x) \rangle. \]  

(2.3)

For all \( p(x) \) in \( P \), we have

\[ \left\langle e^{yt} \mid p(x) \right\rangle = p(y) \]  

(2.4)

and

\[ e^{yt} p(x) = p(x + y). \]  

(2.5)

The Sheffer polynomials are defined by the generating function

\[ \sum_{k=0}^{\infty} \frac{s_k(x)}{k!} t^k = \frac{1}{g(t)} e^{xt}. \]  

(2.6)

(see [19, Theorem 2.3.4]).

**Theorem 3 ([19, Theorem 2.3.6]).** Let \( f(t) \) be a delta series and let \( g(t) \) be an invertible series. Then there exist a unique sequence \( s_n(x) \) of polynomials satisfying the orthogonality condition

\[ \left\langle g(t)f(t)^k \mid s_n(x) \right\rangle = n! \delta_{n,k} \]  

(2.7)

for all \( n,k \in \mathbb{N}_0 \).

Let

\[ s_n(x) = g(t)^{-1} x^n \]  

(2.8)

with the derivative formula

\[ ts_n(x) = ns_{n-1}(x). \]  

(2.9)

We can obtain the following lemma.

**Lemma 1.** For \( n \in \mathbb{N}_0 \), we have

\[ Y_{n,\beta}^{(v)}(x;k,a,b) = \left( \frac{2^{1-k} t^k}{b^v - a^v} \right)^v (\ln b) x^n. \]
Proof. By (1.2)
\[
\sum_{n=0}^{\infty} Y_n^{(v)}(x,k,a,b) \frac{t^n}{n!} = \left( \frac{t^k 2^{1-k}}{\beta b^t - a^t} \right)^v e^{x t \ln b} = \left( \frac{t^k 2^{1-k}}{\beta b^t - a^t} \right)^v \sum_{n=0}^{\infty} (x \ln b)^n \frac{t^n}{n!}.
\]
Applying (2.2) with (2.1) to both sides of this equation, we get the result. \(\square\)

Lemma 2. For \(n \in \mathbb{N}_0\), we have
\[
\left\langle (\beta b^t - a^t)^j \mid Y_{n,\beta}(x;k,a,b) \right\rangle = \sum_{m=0}^{j} \binom{j}{m} (-1)^{j-m} \beta^m Y_{n,\beta}(m \ln b + (j-m) \ln a, k, a, b).
\]

Proof.\[
\left\langle (\beta b^t - a^t)^j \mid Y_{n,\beta}(x;k,a,b) \right\rangle = \sum_{m=0}^{j} \binom{j}{m} (-1)^{j-m} \beta^m e^{t(m \ln b + (j-m) \ln a)} \mid Y_{n,\beta}(x;k,a,b)
\]
\[
= \sum_{m=0}^{j} \binom{j}{m} (-1)^{j-m} \beta^m e^{t(m \ln b + (j-m) \ln a)} \mid Y_{n,\beta}(x;k,a,b).
\]
Substituting Equation (2.4) into the above equation, we get the desired result. \(\square\)

Remark 5. We see that
\[
\left\langle (\beta b^t - 1)^j \mid Y_{n,\beta}(x;k,1,1) \right\rangle = \left\langle (\beta e^t - 1)^j \mid Y_{n,\beta}(x,k,1,1) \right\rangle
\]
(\cite[Lemma 2. Eq.(3.1)]{6}).

Lemma 3. We have
\[
v^n S(n,l) = \frac{1}{l!} \left\langle (e^{vt} - 1)^l \mid x^n \right\rangle,
\]
where \(S(n,l)\) are the Stirling numbers of the second kind.

Proof. Since
\[
\frac{1}{l!} (e^{vt} - 1)^l = \sum_{j=0}^{\infty} v^n S(n,l) \frac{t^n}{n!},
\]
by using (2.1) and (2.2), we get the desired result. \(\square\)
Remark 6. Substituting $v = 1$ into Lemma 3, we have

$$
S(n,l) = \frac{1}{l!} \left( (e^t - 1)^l \right) \mid x^n
$$

([19, p.59]).

**Theorem 4.** We have

$$
\sum_{m=0}^{j} \binom{j}{m} (-1)^{j-m} \beta^m Y_{n,\beta}(m \ln b + (j - m) \ln a, k, a, b) = 2^{1-k} (\ln b)^n \beta^{j-1} k! \left( \sum_{l=0}^{j-1} \binom{j-1}{l} \left( 1 - \frac{1}{\beta} \right)^{j-l-1} \right) 
$$

$$
\times \sum_{v=0}^{n-k} \left( n-k \right) \left( \ln a \right)^{n-k-v} \left( \frac{b}{a} \right)^v S(v, l).
$$

Proof. By Lemma 1, we get

$$
\left( (\beta b^t - a^t)^j \mid Y_{n,\beta}(x; k, a, b) \right) = \left( (\beta b^t - a^t)^j \mid \frac{2^{1-k} t^k}{\beta b^t - a^t} (\ln b)^n x^n \right).
$$

Substituting (2.3) and (2.9) into this equation and applying Lemma 2, we get

$$
\left( (\beta b^t - a^t)^j \mid Y_{n,\beta}(x; k, a, b) \right) = 2^{1-k} (\ln b)^n \left( (\beta b^t - a^t)^{j-1} \mid k! \left( \binom{n}{k} x^{n-k} \right) \right).
$$

After some elementary calculations in this equation, we obtain

$$
\left( (\beta b^t - a^t)^j \mid Y_{n,\beta}(x; k, a, b) \right) = 2^{1-k} (\ln b)^n \beta^{j-1} k! \left( \sum_{l=0}^{j-1} \binom{j-1}{l} \left( 1 - \frac{1}{\beta} \right)^{j-l-1} \right) 
$$

$$
\times \left( e^{t(\ln b/\beta)} - 1 \right)^l \mid x^{n-k}.
$$

By applying Lemma 3 with (2.3) in this equation, we obtain the desired result. \(\square\)

Remark 7. Substituting $a = 1$ and $b = e$ into the identity in Theorem 4, we get the work of Dere et al. [6, Theorem 3, Corollary 2]

$$
\sum_{m=0}^{j} \binom{j}{m} (-1)^{j-m} \beta^m Y_{n,\beta}(m; k, 1, 1)
$$
\[
\beta^{j-1} \frac{2^{k-1}}{k!} \sum_{l=0}^{j-1} \frac{(j-1)!}{(j-l-1)!} \left(1 - \frac{1}{\beta}\right)^{j-l-1} S(n-k,l).
\]

**Remark.** By setting \(\beta = k = a = 1\) and \(b = e\) in Theorem 4, we get the following well-known result in [19, P. 94]:

\[
\left\{(e^t - 1)^j | B_n(x)\right\} = n(j-1)!S(n-1, j-1)
\]

or

\[
\sum_{m=0}^{j} \binom{j}{m} (-1)^{j-m} B_n(m) = n(j-1)!S(n-1, j-1).
\]

Substituting \(a = 1, k = 0, \beta = -1\) and \(b = e\) into the identity in Theorem 4, we get the following:

**Corollary 1.**

\[
\sum_{m=0}^{j} \binom{j}{m} E_n(m) = n \sum_{l=0}^{j-1} \binom{j-l}{l} 2^{j-l-1}!S(n,l).
\]

Substituting \(a = 1, k = 1, \beta = -1\) and \(b = e\) into Theorem 4, we get the following results:

**Corollary 2.**

\[
\sum_{m=0}^{j} \binom{j}{m} G_n(m) = n \sum_{l=0}^{j-1} \binom{j-l}{l} 2^{j-l-2}!S(n-1,l).
\]

**Corollary 3.**

\[
\left\{(e^t + 1)^j | G_n(x)\right\} = \sum_{m=0}^{j} \binom{j}{m} G_n(m).
\]

**Proof.** In the work of Dere et al. [6, p. 3255], it is proved that

\[
\left\{(e^t - 1)^j | y_{n-1}(x, 1, -1, e)\right\} = \left\{(e^t + 1)^j | G_n(x)\right\} = n \sum_{l=0}^{j-1} \binom{j-l}{l} 2^{j-l-1}!S(n-1,l).
\]

Combining this equation with Corollary 2, we have the desired result. □

**Theorem 5.** (Recurrence relation) For \(v \geq 2\), we have

\[
\beta Y_n^{(v)}(x + \ln b; k, a, b) = Y_{n+1}^{(v)}(x + \ln a; k, a, b)
\]

\[
+ 2^{1-k}(n)_{k} (\ln b)^{k} Y_{n-k}^{(v-1)}(x; k, a, b).
\]
Proof. By using Lemma 1, we get
\[ (\beta b^t - a^t) Y_{n,\beta}(x;k,a,b) = 2^{1-k}(n)_k (\ln b)^k Y_{n-k,\beta}^{(v-1)}(x;k,a,b). \] (2.10)

By using (2.5), we obtain
\[ (\beta b^t - a^t) Y_{n,\beta}(x;k,a,b) = \beta Y_{n,\beta}(x + \ln b; k,a,b) - Y_{n,\beta}(x + \ln a; k,a,b). \] (2.11)

By combining (2.10) and (2.11), we get the desired result. \qed

Remark 9. If we set \( a = 1 \) and \( b = e \) in Theorem 5, we obtain
\[ \beta Y_{n,\beta}(x+1;k,1,1) = Y_{n,\beta}(x;k,1,1) + 2^{1-k}(n)_k Y_{n-k,\beta}^{(v-1)}(x;k,1,1) \]
([6, Theorem 6]).

Remark 10. By substituting \( a = 1, k = 0, b = e \) and \( \beta = -1 \) into the identity in Theorem 5, we get the recurrence relations for the Euler polynomials of higher-order:
\[ E_n^{(v)}(x+1) = -E_n^{(v)}(x) + 2E_n^{(v-1)}(x) \quad (v \geq 2, n \in \mathbb{N}) \]
([6], [19, p.103]).

Remark 11. By substituting \( a = 1, k = 1, b = e \) and \( \beta = -1 \) into the identity in Theorem 5, we have the recurrence relation for the Genocchi polynomials of higher-order:
\[ (e^t + 1) G_n^{(v)}(x+1) = 2n G_{n-1}^{(v-1)}(x) \quad (v \geq 2, n \in \mathbb{N}) \]
([5, Theorem 7]).

Remark 12. By substituting \( a = 1, k = 1, b = e \) and \( \beta = -1 \) into the identity in Theorem 5, we have the recurrence relation for the Bernoulli polynomials of higher-order:
\[ B_n^{(v)}(x+1) = B_n^{(v)}(x) + n B_{n-1}^{(v-1)}(x) \quad (v \geq 2, n \in \mathbb{N}) \]
([6] and [19, Eq.(4.2.6)]).

By using Lemma 1 with (2.10), for \( v = 1 \), we get the following theorem, which is very useful in the theory of the Diophantine equation:

**Theorem 6.** For \( n,k \in \mathbb{N}_0 \) with \( n \geq k \), we have
\[ (\beta b^t - a^t) Y_{n,\beta}(x;k,a,b) = 2^{1-k}(n)_k (\ln b)^k x^{n-k}. \] (2.12)

Remark 13. Substituting \( a = 1 \) and \( b = e \) into (2.12), we have
\[ \beta Y_{n,\beta}(x+1;k,1,e) - Y_{n,\beta}(x;k,1,e) = 2^{1-k}(n)_k x^{n-k} \]
([14]). By substituting \( a = k = 1, b = e \) and \( \beta = 1 \) into (2.12), we have
\[ B_n(x+1) - B_n(x) = nx^{n-1} \]
([14], [19, p.95], [24]). By substituting \( a = 1, k = 0, b = e \) and \( \beta = -1 \) into (2.12), we have
\[ E_n(x+1) + E_n(x) = 2x^n \]
By substituting \( a = k = 1, b = e \) and \( \beta = -1 \) into (2.12), we have
\[
G_n(x + 1) + G_n(x) = 2nx^n
\]
([5, Corollary 1], [14]).
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