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#### Abstract

In this note, using elementary results from algebraic geometry, we give new and simple proofs of some known theorems in resultant theory.
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## 1. Introduction

The multivariate resultant is a fundamental tool of computational algebraic geometry which was introduced by F. S. Macaulay [4] in 1902 after earlier work due to Euler, Sylvester and Cayley. The resultant of a polynomial system has many important properties for the geometry of the variety that the system defines. Indeed, the resultant is an algebraic condition in terms of the coefficients of a given system of polynomials which is satisfied if and only if the system has a common solution. More precisely, suppose that $K$ is an algebraically closed field. Let $f=a_{0}+\cdots+a_{l} x^{l}$ and $g=b_{0}+\cdots+b_{m} x^{m}$ be two univariate polynomials where $a_{i}$ 's and $b_{i}$ 's belong to $K$ and $a_{l}, b_{m} \neq 0$. The Sylvester matrix of $f, g$ is defined as

$$
S(f, g)=\left[\begin{array}{ccccccccc}
a_{0} & & & & b_{0} & & & \\
a_{1} & a_{0} & & & b_{1} & b_{0} & & \\
a_{2} & a_{1} & \ddots & & b_{2} & b_{1} & \ddots & \\
\vdots & a_{2} & \ddots & a_{0} & \vdots & b_{2} & \ddots & b_{0} \\
a_{l} & \vdots & \ddots & a_{1} & b_{m} & \vdots & \ddots & b_{1} \\
& a_{l} & & a_{2} & & b_{m} & & b_{2} \\
& & \ddots & \vdots & & & \ddots & \vdots \\
& & & a_{l} & & & & b_{m}
\end{array}\right] .
$$

The univariate resultant of $f$ and $g$ is the determinant of $S(f, g)$ and is denoted by $\operatorname{Res}(f, g)$. It is well known that $\operatorname{Res}(f, g)=0$ if and only if $f$ and $g$ have a
nontrivial common root (see [1, Chapter 3, Proposition 1.7]). A generalization of this result can be used to decide whether a system of $n+1$ homogeneous equations in $n+1$ variables has a solution or not. Throughout this note we let $R=$ $K\left[x_{0}, \ldots, x_{n}\right]$. To state the next theorem, we need to introduce some notation. Let $F_{0}, \ldots, F_{n} \in R$ be $n+1$ homogeneous polynomials of degrees $d_{0}, \ldots, d_{n}$. So, we can write $F_{i}$ as $\sum_{|\alpha|=d_{i}} c_{i, \alpha} x^{\alpha}$ where some of the $c_{i, \alpha}$ 's may be zero. For each possible pair of indices $i, \alpha$, we introduce a new variable $u_{i, \alpha}$. Let us associate a polynomial $P \in \mathbb{Z}\left[u_{i, \alpha}\right]$ to the universal homogeneous polynomials $\sum_{|\alpha|=d_{i}} u_{i, \alpha} x^{\alpha}$ for $i=0, \ldots, n$. Then, when the polynomial $P$ for a particular collection of polynomials $\sum_{|\alpha|=d_{i}} c_{i, \alpha} x^{\alpha}$ for $i=0, \ldots, n$ is considered, for each $i$ and $\alpha$, the variable $u_{i, \alpha}$ is substituted by $c_{i, \alpha}$ into $P$.

Theorem 1 ([1, Chapter 3, Theorem 2.3]). Let us fix the degrees $d_{0}, \ldots, d_{n}$. Then there is a unique polynomial $\operatorname{Res} \in \mathbb{Z}\left[u_{i, \alpha}\right]$ which has the following properties:
(1) If $F_{0}, \ldots, F_{n} \in R$ are homogeneous of degrees, respectively $d_{0}, \ldots, d_{n}$, then the system $F_{0}=\cdots=F_{n}=0$ have a nontrivial solution over $K$ if and only if $\operatorname{Res}\left(F_{0}, \ldots, F_{n}\right)=0$,
(2) $\operatorname{Res}\left(x_{0}^{d_{0}}, \ldots, x_{n}^{d_{n}}\right)=1$,
(3) Res is irreducible as a polynomial in $K\left[u_{i, \alpha}\right]$.

If we fix the degrees $d_{0}, \ldots, d_{n}$, then the polynomial $\operatorname{Res}=\operatorname{Res}_{d_{0}, \ldots, d_{n}} \in \mathbb{Z}\left[u_{i, \alpha}\right]$ is called the resultant polynomial corresponding to $d_{0}, \ldots, d_{n}$. Further, the constant $\operatorname{Res}\left(F_{0}, \ldots, F_{n}\right) \in K$ is called the resultant of $F_{0}, \ldots, F_{n}$. For more details, we refer the reader to the books $[1,2,5]$. The resultant has many algebraic properties that make it a convenient tool in constructive algebra. In this note, we consider the symmetry and multiplicativity property of resultant.

Theorem 2. Suppose that $F_{0}, \ldots, F_{n} \in R$ are homogeneous of degrees, respectively $d_{0}, \ldots, d_{n}$.
(a) If $i<j$ then

$$
\operatorname{Res}\left(F_{0}, \ldots, F_{i}, \ldots, F_{j}, \ldots, F_{n}\right)=(-1)^{d_{0} \cdots d_{n}} \operatorname{Res}\left(F_{0}, \ldots, F_{j}, \ldots, F_{i}, \ldots, F_{n}\right)
$$

(b) If $F_{j}=F_{j}^{\prime} F_{j}^{\prime \prime}$ is a product of homogeneous polynomials of degrees $d_{j}^{\prime}$ and $d_{j}^{\prime \prime}$ then

$$
\operatorname{Res}\left(F_{0}, \ldots, F_{n}\right)=\operatorname{Res}\left(F_{0}, \ldots, F_{j}^{\prime}, \ldots, F_{n}\right) \operatorname{Res}\left(F_{0}, \ldots, F_{j}^{\prime \prime}, \ldots, F_{n}\right)
$$

In 1991, Jouanolou [3, Section 5], proved this theorem, however, in Section 2 we give a new and elementary proof for it. Further, in Section 3, we use some effective elementary algebraic geometry results to prove the necessary and sufficient conditions for the satisfiability of the "three ternary quadrics" system. For the classical proof of this result, we refer the reader to ([6, Art. 90] and [1, page 88]).

## 2. The proof of Theorem 2

In order to prove this theorem, we need some properties of ideals and varieties. Let $R=K\left[x_{0}, \ldots, x_{n}\right]$ be a polynomial ring over an algebraically closed field $K$ and $I \subset R$ a homogeneous ideal. Further, let $f_{1}, \ldots, f_{k}$ be polynomials (not necessarily homogeneous) in $R$. Then, the variety defined by $f_{1}, \ldots, f_{k}$ is the set

$$
\mathbf{V}\left(f_{1}, \ldots, f_{k}\right)=\left\{\left(a_{0}, \ldots, a_{n}\right) \in K^{n+1} \mid f_{i}\left(a_{0}, \ldots, a_{n}\right)=0 \text { for all } i\right\}
$$

A subset $V \subset K^{n+1}$ is called a variety if there exist $f_{1}, \ldots, f_{k} \in R$ so that $V=$ $\mathbf{V}\left(f_{1}, \ldots, f_{k}\right)$. Further, the ideal of a variety $V$ is defined to be $\mathbf{I}(V)=\left\{f \in R \mid f\left(a_{0}, \ldots, a_{n}\right)=0\right.$ for all $\left.\left(a_{0}, \ldots, a_{n}\right) \in V\right\}$.

Theorem 3 (Hilbert's Nullstellensatz). Suppose that $I=\left\langle f_{1}, \ldots, f_{k}\right\rangle$ is the ideal generated by the $f_{i}$ 's. Then, $\mathbf{I}\left(\mathbf{V}\left(f_{1}, \ldots, f_{k}\right)\right)=\sqrt{I}$.

For more details on this topic we refer the reader to [1,2].
Theorem 4 ([1, Theorem 3.1, page 95]). Let us fix the degrees $d_{0}, \ldots, d_{n}$, then the polynomial $\operatorname{Res}_{d_{0}, \ldots, d_{n}}$ has the total degree $\sum_{j=0}^{n} d_{0} \cdots d_{j-1} d_{j+1} \cdots d_{n}$.

We continue with some notation. Let $F \in R$ be a homogeneous polynomial. Then, we denote the polynomial $F\left(x_{0}, \ldots, x_{n-1}, 0\right)$ and $F\left(x_{0}, \ldots, x_{n-1}, 1\right)$ by $\bar{F}\left(x_{0}, \ldots, x_{n-1}\right)$ and $f\left(x_{0}, \ldots, x_{n-1}\right)$, respectively.

Theorem 5 ([1, Theorem 3.4, page 96]). If $\operatorname{Res}\left(\bar{F}_{0}, \ldots, \bar{F}_{n-1}\right) \neq 0$, then we have $\operatorname{Res}\left(F_{0}, \ldots, F_{n}\right)=\operatorname{Res}\left(\bar{F}_{0}, \ldots, \bar{F}_{n-1}\right)^{d_{n}} . \operatorname{det}\left(m_{f_{n}}\right)$ where $m_{f_{n}}$ is the linear multiplication map by $f_{n}$ on $K\left[x_{0}, \ldots, x_{n-1}\right] /\left\langle f_{0}, \ldots, f_{n-1}\right\rangle$.

Proof. of Theorem 2: (a) Let us denote by $R_{i, j}$ and $R_{j, i}$ the polynomials $\operatorname{Res}\left(F_{0}, \ldots, F_{n}\right)$ and $\operatorname{Res}\left(F_{0}, \ldots, F_{j}, \ldots, F_{i}, \ldots, F_{n}\right)$, respectively. By Theorem 1, if $R_{j, i}$ vanishes, then

$$
F_{0}=\cdots=F_{j}=\cdots=F_{i}=\cdots=F_{n}=0
$$

has a nontrivial solution. On the other hand, every nontrivial solution of this system is a nontrivial solution of $F_{0}=\cdots=F_{n}=0$. Hence $R_{i, j}$ vanishes on the set $\mathbf{V}\left(R_{j, i}\right)$. This shows that

$$
R_{i, j} \in \mathbf{I}\left(\mathbf{V}\left(R_{j, i}\right)\right)=\sqrt{\left\langle R_{j, i}\right\rangle}
$$

However, $R_{j, i}$ is irreducible, which implies that $R_{i, j} \in\left\langle R_{j, i}\right\rangle$. By Theorem $4, R_{i, j}$ and $R_{j, i}$ have the same degree. This follows that there exists a constant $c$ so that $R_{i, j}=c R_{j, i}$. We shall prove that $c=(-1)^{d_{0} \cdots d_{n}}$. Since $c$ is constant, it's enough to show that

$$
\operatorname{Res}\left(x_{0}^{d_{0}}, \ldots, x_{n}^{d_{n}}\right)=(-1)^{d_{0} \cdots d_{n}} \operatorname{Res}\left(x_{0}^{d_{0}}, \ldots, x_{j}^{d_{j}}, \ldots, x_{i}^{d_{i}}, \ldots, x_{n}^{d_{n}}\right)
$$

In doing so, we will use induction on the number of polynomials. For $n=2$, the claim is implied by the main properties of determinants. Now assume that the claim holds
for $n$ polynomials of degrees $d_{0}, \ldots, d_{n-1}$. By applying Theorem 5 on $x_{0}^{d_{0}}, \ldots, x_{n}^{d_{n}}$ and $x_{0}^{d_{0}}, \ldots, x_{j}^{d_{j}}, \ldots, x_{i}^{d_{i}}, \ldots, x_{n}^{d_{n}}$, it follows respectively that

$$
\begin{aligned}
\operatorname{det}\left(m_{x_{n}^{d_{n}}}\right) & =\frac{\operatorname{Res}\left(x_{0}^{d_{0}}, \ldots, x_{n}^{d_{n}}\right)}{\operatorname{Res}\left(x_{0}^{d_{0}}, \ldots, x_{n-1}^{d_{n}-1}\right)^{d_{n}}} \\
\operatorname{det}\left(m_{x_{n}^{d_{n}}}\right) & =\frac{\operatorname{Res}\left(x_{0}^{d_{0}}, \ldots, x_{j}^{d_{j}}, \ldots, x_{i}^{d_{i}}, \ldots, x_{n}^{d_{n}}\right)}{\operatorname{Res}\left(x_{0}^{d_{0}}, \ldots, x_{j}^{d_{j}}, \ldots, x_{i}^{d_{i}}, \ldots, x_{n-1}^{d_{n-1}}\right)^{d_{n}}}
\end{aligned}
$$

Thus, we can write

$$
\frac{\operatorname{Res}\left(x_{0}^{d_{0}}, \ldots, x_{n}^{d_{n}}\right)}{\operatorname{Res}\left(x_{0}^{d_{0}}, \ldots, x_{n-1}^{d_{n-1}}\right)^{d_{n}}}=\frac{\operatorname{Res}\left(x_{0}^{d_{0}}, \ldots, x_{j}^{d_{j}}, \ldots, x_{i}^{d_{i}}, \ldots, x_{n}^{d_{n}}\right)}{\operatorname{Res}\left(x_{0}^{d_{0}}, \ldots, x_{j}^{d_{j}}, \ldots, x_{i}^{d_{i}}, \ldots, x_{n-1}^{d_{n-1}}\right)^{d_{n}}}
$$

and therefore from the induction hypothesis we can conclude that

$$
\begin{aligned}
& \operatorname{Res}\left(x_{0}^{d_{0}}, \ldots, x_{n}^{d_{n}}\right) \\
= & \frac{\operatorname{Res}\left(x_{0}^{d_{0}}, \ldots, x_{n-1}^{d_{n-1}}\right)^{d_{n}} \cdot \operatorname{Res}\left(x_{0}^{d_{0}}, \ldots, x_{j}^{d_{j}}, \ldots, x_{i}^{d_{i}}, \ldots, x_{n}^{d_{n}}\right)}{\operatorname{Res}\left(x_{0}^{d_{0}}, \ldots, x_{j}^{d_{j}}, \ldots, x_{i}^{d_{i}}, \ldots, x_{n-1}^{d_{n-1}}\right)^{d_{n}}} \\
= & \frac{(-1)^{d_{0} \cdots d_{n}} \operatorname{Res}\left(x_{0}^{d_{0}}, \ldots, x_{j}^{d_{j}}, \ldots, x_{i}^{d_{i}}, \ldots, x_{n-1}^{d_{n-1}}\right)^{d_{n}} \cdot \operatorname{Res}\left(x_{0}^{d_{0}}, \ldots, x_{j}^{d_{j}}, \ldots, x_{i}^{d_{i}}, \ldots, x_{n}^{d_{n}}\right)}{\operatorname{Res}\left(x_{0}^{d_{0}}, \ldots, x_{j}^{d_{j}}, \ldots, x_{i}^{d_{i}}, \ldots, x_{n-1}^{d_{n-1}}\right)^{d_{n}}} \\
= & (-1)^{d_{0} \cdots d_{n}} \operatorname{Res}\left(x_{0}^{d_{0}}, \ldots, x_{j}^{d_{j}}, \ldots, x_{i}^{d_{i}}, \ldots, x_{n}^{d_{n}}\right)
\end{aligned}
$$

which proves the assertion. To prove ( $b$ ), let us denote by $R, R^{\prime}, R^{\prime \prime}$ the polynomials $\operatorname{Res}\left(F_{0}, \ldots, F_{j}, \ldots, F_{n}\right), \operatorname{Res}\left(F_{0}, \ldots, F_{j}^{\prime}, \ldots, F_{n}\right), \operatorname{Res}\left(F_{0}, \ldots, F_{j}^{\prime \prime}, \ldots, F_{n}\right)$. We shall show that $R=R^{\prime} R^{\prime \prime}$. Note that $R$ may be considered as a polynomial in the coefficients of $F_{0}, \ldots, F_{j}^{\prime}, F_{j}^{\prime \prime}, \ldots, F_{n}$. By Theorem 1, if either $R^{\prime}$ or $R^{\prime \prime}$ vanishes, then either the system $F_{0}=\cdots=F_{j}^{\prime}=\cdots=F_{n}=0$ or the system $F_{0}=\cdots=F_{j}^{\prime \prime}=\cdots=$ $F_{n}=0$ has a nontrivial solution. Every nontrivial solution of these systems is a nontrivial solution of the system $F_{0}=\cdots=F_{n}=0$. Note that we consider $R, R^{\prime}$ and $R^{\prime \prime}$ as the polynomials in the coefficients of polynomials $F_{0}, \ldots, F_{j}^{\prime}, F_{j}^{\prime \prime}, \ldots, F_{n}$, Then due to the irreducibility of $R^{\prime}$ and $R^{\prime \prime}$, we have

$$
R \in \mathbf{I}\left(\mathbf{V}\left(R^{\prime}\right)\right)=\sqrt{\left\langle R^{\prime}\right\rangle}=\left\langle R^{\prime}\right\rangle, \quad R \in \mathbf{I}\left(\mathbf{V}\left(R^{\prime \prime}\right)\right)=\sqrt{\left\langle R^{\prime \prime}\right\rangle}=\left\langle R^{\prime \prime}\right\rangle
$$

This proves that $R^{\prime} \mid R$ and $R^{\prime \prime} \mid R$. It should be noted that $R^{\prime}$ and $R$ have degrees 0 and $d_{0} \cdots d_{j-1} d_{j+1} \cdots d_{n}$ in the coefficients of polynomial $F_{j}^{\prime \prime}$, respectively. Also, $R^{\prime}$ and $R$ have degree $d_{0} \cdots d_{j-1} d_{j+1} \cdots d_{n}$ in the coefficients of polynomial $F_{j}^{\prime}$. Thus, there exists a polynomial $g$ such that $R=g R^{\prime}$ where $g$ has degree 0 and $d_{0} \cdots d_{j-1} d_{j+1} \cdots d_{n}$ in the coefficients of $F_{j}^{\prime}$ and $F_{j}^{\prime \prime}$, respectively. From $R \in\left\langle R^{\prime \prime}\right\rangle$ it implies that $R^{\prime \prime} \mid g R^{\prime}$. On the other hand, $R^{\prime \prime}$ is irreducible, which implies that $R^{\prime \prime}$ divides either $g$ or $R^{\prime}$. Since $R^{\prime}$ and $R^{\prime \prime}$ have degrees 0 and $d_{0} \cdots d_{j-1} d_{j+1} \cdots d_{n}$ in
the coefficients of $F_{j}^{\prime \prime}$, it follows that $R^{\prime \prime} \mid g$. Since $R^{\prime \prime}$ and $g$ have the same degree in the coefficients of polynomial $F_{j}^{\prime \prime}$ there exists a polynomial $c$ of degree 0 in the coefficients of $F_{j}^{\prime \prime}$ such that $g=c R^{\prime \prime}$. Thus, we conclude that $R=c R^{\prime} R^{\prime \prime}$. Note that $R$ and $R^{\prime} R^{\prime \prime}$ have the same total degree. Therefore $c$ is constant. From the equality

$$
F_{0}=x_{0}^{d_{0}}, \ldots, F_{j}^{\prime}=x_{j}^{d_{j}^{\prime}}, F_{j}^{\prime \prime}=x_{j}^{d_{j}^{\prime \prime}}, \ldots, F_{n}=x_{n}^{d_{n}}
$$

we see that $R=R^{\prime}=R^{\prime \prime}=1$ and thus $c=1$, which implies that $R=R^{\prime} R^{\prime \prime}$ and this ends the proof.

## 3. Three ternary quadrics system

In this section we consider the classical system of three ternary quadrics. This is the following system

$$
\begin{aligned}
& F_{0}=c_{01} x^{2}+c_{02} y^{2}+c_{03} z^{2}+c_{04} x y+c_{05} x z+c_{06} y z=0 \\
& F_{1}=c_{11} x^{2}+c_{12} y^{2}+c_{13} z^{2}+c_{14} x y+c_{15} x z+c_{16} y z=0 \\
& F_{2}=c_{21} x^{2}+c_{22} y^{2}+c_{23} z^{2}+c_{24} x y+c_{25} x z+c_{26} y z=0
\end{aligned}
$$

where the $c_{i j}$ 's are parameters. By Theorem $1, \operatorname{Res}\left(F_{0}, F_{1}, F_{2}\right)$ vanishes exactly when this system has a nontrivial solution in $x, y$ and $z$. However, $\operatorname{Res}\left(F_{0}, f_{1}, F_{2}\right)$ is a large polynomial in 18 variables with 21894 terms (see [1, page 88]). The aim of this section is to provide a new and simple proof for a compact representation of $\operatorname{Res}\left(F_{0}, F_{1}, F_{2}\right)$. For the original proof, we refer to [6, Art. 90]. Let us denote by $J$ the Jacobian determinant of $F_{0}, F_{1}, F_{2}$ w.r.t. the variables $x, y$ and $z$. Then, the partial derivatives of $J$ are quadratic and hence we can write

$$
\begin{aligned}
& \frac{\partial J}{\partial x}=b_{01} x^{2}+b_{02} y^{2}+b_{03} z^{2}+b_{04} x y+b_{05} x z+b_{06} y z \\
& \frac{\partial J}{\partial y}=b_{11} x^{2}+b_{12} y^{2}+b_{13} z^{2}+b_{14} x y+b_{15} x z+b_{16} y z \\
& \frac{\partial J}{\partial z}=b_{21} x^{2}+b_{22} y^{2}+b_{23} z^{2}+b_{24} x y+b_{25} x z+b_{26} y z
\end{aligned}
$$

## Proposition 1.

$$
\operatorname{Res}\left(F_{0}, F_{1}, F_{2}\right)=\frac{-1}{512} \operatorname{det}\left[\begin{array}{llllll}
c_{01} & c_{02} & c_{03} & c_{04} & c_{05} & c_{06} \\
c_{11} & c_{12} & c_{13} & c_{14} & c_{15} & c_{16} \\
c_{21} & c_{22} & c_{23} & c_{24} & c_{25} & c_{26} \\
b_{01} & b_{02} & b_{03} & b_{04} & b_{05} & b_{06} \\
b_{11} & b_{12} & b_{13} & b_{14} & b_{15} & b_{16} \\
b_{21} & b_{22} & b_{23} & b_{24} & b_{25} & b_{26}
\end{array}\right]
$$

Proof. We refer to the right hand side matrix as $A$. If we regard the monomials $x^{2}, y^{2}, z^{2}, x y, x z, y z$ as unknowns, then $F_{0}, F_{1}, F_{2}, \frac{\partial J}{\partial x}, \frac{\partial J}{\partial y}, \frac{\partial J}{\partial z}$ are linear and

$$
\operatorname{Res}_{1,1,1,1,1,1}\left(F_{0}, F_{1}, F_{2}, \frac{\partial J}{\partial x}, \frac{\partial J}{\partial y}, \frac{\partial J}{\partial z}\right)=\operatorname{det}(A)
$$

Note that each $b_{i j}$ is a cubic polynomial in the $c_{i j}$ 's. Hence the polynomial $\operatorname{Res}\left(F_{0}, F_{1}, F_{2}, \frac{\partial J}{\partial x}, \frac{\partial J}{\partial y}, \frac{\partial J}{\partial z}\right)$ has total degree 12 in $c_{01}, \ldots, c_{26}$. By Theorem 1, the resultant vanishes iff

$$
F_{0}=F_{1}=F_{2}=\frac{\partial J}{\partial x}=\frac{\partial J}{\partial y}=\frac{\partial J}{\partial z}=0
$$

has a nontrivial solution $\left(x^{2}, y^{2}, z^{2}, x y, x z, y z\right)$. Also, it can be easily verified that every nontrivial solution of this system is a nontrivial solution of $F_{0}=F_{1}=F_{2}=0$. Hence ( $x, y, z$ ) is a nontrivial solution of $F_{0}=F_{1}=F_{2}=0$. Then
$\operatorname{Res}_{2,2,2}\left(F_{0}, F_{1}, F_{2}\right)=0$. Thus $\operatorname{Res}_{2,2,2}\left(F_{0}, F_{1}, F_{2}\right)$ vanishes on the set

$$
\mathbf{V}\left(\operatorname{Res}\left(F_{0}, F_{1}, F_{2}, \frac{\partial J}{\partial x}, \frac{\partial J}{\partial y}, \frac{\partial J}{\partial z}\right)\right) .
$$

This means that $\operatorname{Res}_{2,2,2}\left(F_{0}, F_{1}, F_{2}\right)$ belongs to the ideal of this variety, i.e.

$$
\operatorname{Res}_{2,2,2}\left(F_{0}, F_{1}, F_{2}\right) \in \sqrt{\left\langle\operatorname{Res}\left(F_{0}, F_{1}, F_{2}, \frac{\partial J}{\partial x}, \frac{\partial J}{\partial y}, \frac{\partial J}{\partial z}\right)\right\rangle} .
$$

On the other hand, if we substitute every $b_{i j}$ in the above matrix by the corresponding cubic polynomial in the $c_{i j}$ 's, using the function irreduc of MAPLE, we can see easily that $\operatorname{det}(A)$ and therefore

$$
\operatorname{Res}\left(F_{0}, F_{1}, F_{2}, \frac{\partial J}{\partial x}, \frac{\partial J}{\partial y}, \frac{\partial J}{\partial z}\right)
$$

is irreducible in the $c_{i j}$ 's which yields that

$$
\operatorname{Res}_{2,2,2}\left(F_{0}, F_{1}, F_{2}\right) \in\left\langle\operatorname{Res}\left(F_{0}, F_{1}, F_{2}, \frac{\partial J}{\partial x}, \frac{\partial J}{\partial y}, \frac{\partial J}{\partial z}\right)\right\rangle .
$$

By Theorem 4, $\operatorname{Res}_{2,2,2}\left(F_{0}, F_{1}, F_{2}\right)$ has the total degree 12 in $c_{01}, \ldots, c_{26}$. Hence, for a $c \in K$, we have

$$
\operatorname{Res}_{2,2,2}\left(F_{0}, F_{1}, F_{2}\right)=c \cdot \operatorname{Res}\left(F_{0}, F_{1}, F_{2}, \frac{\partial J}{\partial x}, \frac{\partial J}{\partial y}, \frac{\partial J}{\partial z}\right)
$$

But, for the special case; if we set $\left(F_{0}, F_{1}, F_{2}\right)=\left(x^{2}, y^{2}, z^{2}\right)$, we can conclude that

$$
\operatorname{Res}\left(x^{2}, y^{2}, z^{2}, 8 y z, 8 x z, 8 x y\right)=\operatorname{det}\left[\begin{array}{cccccc}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 8 \\
0 & 0 & 0 & 0 & 8 & 0 \\
0 & 0 & 0 & 8 & 0 & 0
\end{array}\right]=-512 .
$$

Finally, by Theorem 1, we have $\operatorname{Res}_{2,2,2}\left(x^{2}, y^{2}, z^{2}\right)=1$ and so $c=\frac{-1}{512}$.
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