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Abstract. This paper deals with the Sturm-Liouville equation with a finite number of point $\delta$-interactions and eigenvalue parameter contained in the boundary condition. Sturm-Liouville problem with discontinuities at one or two points and its different variants have already been investigated. In this study we extend these results to a finite number of point $\delta$-interactions case. The crucial part of this study is the using graph demonstration to obtain asymptotic representation of solutions.
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## 1. Introduction

We consider the boundary problem (BVP) for the differential equation

$$
\begin{equation*}
\ell y:=-y^{\prime \prime}+q(x) y=\lambda y \tag{1.1}
\end{equation*}
$$

on $\left[a, x_{1}\right) \cup\left(x_{1}, x_{2}\right) \cup \cdots \cup\left(x_{n-1}, x_{n}\right) \cup\left(x_{n}, b\right]$ and boundary condition at $x=a$

$$
\begin{equation*}
L_{1}(y):=\alpha_{1} y(a)+\alpha_{2} y^{\prime}(a)=0 \tag{1.2}
\end{equation*}
$$

with transmission conditions at discontinuous points $x_{i}, i=\overline{1, n}$

$$
\begin{gather*}
U_{i}(y):=y\left(x_{i}-0\right)=y\left(x_{i}+0\right)=y\left(x_{i}\right)  \tag{1.3}\\
V_{i}(y):=y^{\prime}\left(x_{i}+0\right)-y^{\prime}\left(x_{i}-0\right)=\gamma_{i} y\left(x_{i}\right) \tag{1.4}
\end{gather*}
$$

and the eigenparameter-dependent boundary condition at $x=b$

$$
\begin{equation*}
L_{2}(y):=\lambda\left[\beta_{1}^{\prime} y(b)+\beta_{2}^{\prime} y^{\prime}(b)\right]+\left[\beta_{1} y(b)-\beta_{2} y^{\prime}(b)\right]=0, \tag{1.5}
\end{equation*}
$$

where $q(x)$ is real-valued function and continuous in $L_{1}[a, b]$. We assume that $\alpha_{i}, \gamma_{i}$, $\beta_{i}, \beta_{i}^{\prime}, i=1,2$ are real numbers, satisfying $\left|\alpha_{1}\right|+\left|\alpha_{2}\right| \neq 0, \lambda$ is a complex spectral parameter. Throughout this paper, we assume that

$$
\begin{equation*}
r:=\beta_{1}^{\prime} \beta_{2}-\beta_{1} \beta_{2}^{\prime}>0 \tag{1.6}
\end{equation*}
$$

Notice that, we can understand problem (1.1), (1.3) and (1.4) as one of the treatments of the equation

$$
\begin{equation*}
-y^{\prime \prime}+(p(x)+q(x)) y=\lambda y, \quad x \in(a, b) \tag{1.7}
\end{equation*}
$$

when $p(x)=\sum_{i=1}^{n} \gamma_{i} \delta\left(x-x_{i}\right)$, where $\delta(x)$ is the Dirac function, (see [2]).
Sturmian theory is one of the most extensively developing fields in theoretical and applied mathematics. Particularly, there has been increasing interest in the spectral analysis of BVPs with eigenvalue-dependent boundary conditions. There are quite substantial literatures on such problems. Here we mention the results of [5], [6], [7], [8], [10], [14], [18] and the corresponding references cited therein.

BVPs with discontinuities inside the interval and eigenvalue contained in the boundary conditions often appear in many branches of natural sciences. We note that SturmLiouville problems with eigen-dependent boundary conditions and with transmission conditions have been investigated in [1], [3], [9], [13], [11], [12]. Furthermore Green's formula for impulsive differential equation has been studied in [16] and [17].

In this paper we consider Sturm-Liouville problem with eigenparameter depend boundary condition and $\delta$-interactions at finite number of interior points. The aim of this article is to carry results in [9] to the case of finitely many $\delta$-interactions and the main difference of this study is the using graph theory (see [4]) for the complicated asymptotic formulas.

## 2. The Hilbert space construction and some properties of the SPECTRUM

In the Hilbert space $\mathscr{H}:=L_{2}[a, b] \oplus \mathbb{C}$ of two component vectors, we define an inner product by

$$
\begin{equation*}
\langle f, g\rangle_{\mathscr{H}}:=\int_{a}^{b} f_{1}(x) \bar{g}_{1}(x) d x+\frac{1}{r} f_{2} \bar{g}_{2} \tag{2.1}
\end{equation*}
$$

for

$$
f=\binom{f_{1}(x)}{f_{2}}, g=\binom{g_{1}(x)}{g_{2}}
$$

where $f_{1}(x), g_{1}(x) \in L_{2}(a, b), f_{2}, g_{2} \in \mathbb{C}$, the constant $r$ is defined in (1.6). For convenience we introduce

$$
\begin{aligned}
& R_{b}(y):=\beta_{1} y(b)-\beta_{2} y^{\prime}(b) \\
& R_{b}^{\prime}(y):=\beta_{1}^{\prime} y(b)-\beta_{2}^{\prime} y^{\prime}(b)
\end{aligned}
$$

In the Hilbert space $\mathscr{H}$ we define the operator $\mathbf{L}$

$$
\mathbf{L}: \mathscr{H} \rightarrow \mathscr{H}
$$

with domain

$$
D(\mathbf{L}):\left\{f \in \mathscr{H} \left\lvert\, \begin{array}{c}
f_{1}, f_{1}^{\prime} \in A C\left(\left[a, x_{1}\right) \cup \bigcup_{i=1}^{n-1}\left(x_{i}, x_{i+1}\right) \cup\left(x_{n}, b\right]\right), \\
\ell f_{1} \in L_{2}[a, b], L_{1}\left(f_{1}\right)=0 \\
U_{i}\left(f_{1}\right)=V_{i}\left(f_{1}\right)=0 \text { for } i=\overline{1, n}, f_{2}=R_{b}^{\prime}\left(f_{1}\right)
\end{array}\right.\right\}
$$

and operator rule

$$
\mathbf{L}(f):=\binom{\ell f_{1}}{-R_{b}\left(f_{1}\right)}
$$

Here $A C$ (.) denotes the set of all absolutely continuous functions on related interval. In particular, those functions will have limits at the boundary points $x_{i}$.

It is clear that the eigenvalues of the operator $\mathbf{L}$ and the boundary value problem (1.1)-(1.5) are same and the eigenfunctions of (1.1)-(1.5) coincide with the first components of corresponding eigenelements of the operator $\mathbf{L}$.

Theorem 1. The operator $\mathbf{L}$ is symmetric.
Proof. Let $f, g \in D(\mathbf{L})$. From the inner product defined in (2.1), we obtain

$$
\begin{align*}
\langle L f, g\rangle_{\mathscr{H}}-\langle f, L g\rangle_{\mathscr{H}}= & {\left[W\left(f, \bar{g} ; x_{1}-0\right)-W(f, \bar{g} ; a)\right] }  \tag{2.2}\\
& +\left[W\left(f, \bar{g} ; x_{2}-0\right)-W\left(f, \bar{g} ; x_{1}+0\right)\right] \\
& +\sum_{p=2}^{n-1}\left[W\left(f, \bar{g} ; x_{p+1}-0\right)-W\left(f, \bar{g} ; x_{p}+0\right)\right] \\
& +\left[W(f, \bar{g} ; b)-W\left(f, \bar{g} ; x_{n}+0\right)\right] \\
& +\frac{1}{r}\left[R_{b}^{\prime}(f) R_{b}(\bar{g})-R_{b}(f) R_{b}^{\prime}(\bar{g})\right]
\end{align*}
$$

where $W(f, g ; x)=f(x) g^{\prime}(x)-f^{\prime}(x) g(x)$ is the wronkskian of the functions $f$ and $g$. Since $f$ and $\bar{g}$ satisfy the same boundary condition (1.2) and from the transmission conditions (1.3) and (1.4), we get

$$
\begin{gather*}
W(f, \bar{g} ; a)=0  \tag{2.3}\\
W\left(f, \bar{g} ; x_{i}-0\right)=W\left(f, \bar{g} ; x_{i}+0\right), \quad(i=\overline{1, n})  \tag{2.4}\\
R_{b}^{\prime}(f) R_{b}(\bar{g})-R_{b}(f) R_{b}^{\prime}(\bar{g})=r W(f, \bar{g} ; b) \tag{2.5}
\end{gather*}
$$

Substituting (2.3)-(2.5) in (2.2) we obtain $\langle\mathbf{L} f, g\rangle_{\mathscr{H}}=\langle f, \mathbf{L} g\rangle_{\mathscr{H}}$ for $f, g \in D(\mathbf{L})$. So $\mathbf{L}$ is symmetric.

Corollary 1. All eigenvalues of the problem (1.1)-(1.5) are real and if $\lambda_{1}$ and $\lambda_{2}$ are two different eigenvalues of the problem (1.1)-(1.5), then the corresponding eigenfunctions $y_{1}$ and $y_{2}$ are orthogonal in the sense of

$$
\int_{a}^{b} y_{1}(x) y_{2}(x) d x+\frac{1}{r} R_{b}^{\prime}\left(y_{1}\right) R_{b}^{\prime}\left(y_{2}\right)=0
$$

To define a solution of (1.1)-(1.5), we need the following lemma. The proof of this assertion reproduces that of Theorem 1.1 in [15, p. 14] or [12].

Lemma 1. Let $q(x)$ be a real-valued, continuous function and let $f(\lambda)$ and $g(\lambda)$ are given entire functions. Then for any $\lambda \in \mathbb{C}$, the equation

$$
-y^{\prime \prime}+q(x) y=\lambda y, \quad x \in[a, b]
$$

has a unique solution $y=y(x, \lambda)$ such that

$$
y(a)=f(\lambda), \quad y^{\prime}(a)=g(\lambda) \quad\left(\text { or } y(b)=f(\lambda), \quad y^{\prime}(b)=g(\lambda)\right)
$$

and for each $x \in[a, b], y(x, \lambda)$ is an entire function of $\lambda$.
Now we define two solutions of the equation (1.1) as follows:

$$
\phi_{\lambda}(x)=\left\{\begin{array}{ll}
\phi_{1 \lambda}(x), & x \in\left[a, x_{1}\right) \\
\phi_{2 \lambda}(x), & x \in\left(x_{1}, x_{2}\right) \\
\vdots & \vdots \\
\phi_{n \lambda}(x), & x \in\left(x_{n-1}, x_{n}\right) \\
\phi_{(n+1) \lambda}(x), & x \in\left(x_{n}, b\right]
\end{array} \quad \chi_{\lambda}(x)=\left\{\begin{array}{cl}
\chi_{1 \lambda}(x), & x \in\left[a, x_{1}\right) \\
\chi_{2 \lambda}(x), & x \in\left(x_{1}, x_{2}\right) \\
\vdots & \vdots \\
\chi_{n \lambda}(x), & x \in\left(x_{n-1}, x_{n}\right) \\
\chi_{(n+1) \lambda}(x), & x \in\left(x_{n}, b\right]
\end{array}\right.\right.
$$

Let $\phi_{1 \lambda}(x)=\phi_{1}(x, \lambda)$ be a solution of the equation (1.1) on [a, $\left.x_{1}\right)$ which satisfies the initial conditions at the point $a$

$$
\begin{equation*}
y(a)=\alpha_{2}, \quad y^{\prime}(a)=-\alpha_{1} \tag{2.6}
\end{equation*}
$$

From Lemma 1, we can define a solution $\phi_{i+1}(x, \lambda)$ of the equation (1.1) on $\left[x_{i}, x_{i+1}\right]$, ( $i=\overline{1, n-1}$ ) by means of the solution $\phi_{i}(x, \lambda)$ by the nonstandard initial conditions

$$
\begin{equation*}
y\left(x_{i}+0\right)=\phi_{i \lambda}\left(x_{i}-0\right), \quad y^{\prime}\left(x_{i}+0\right)=\phi_{i \lambda}^{\prime}\left(x_{i}-0\right)+\gamma_{i} \phi_{i \lambda}\left(x_{i}\right) . \tag{2.7}
\end{equation*}
$$

In the same manner, we define a solution $\phi_{n+1}(x, \lambda)$ of the equation (1.1) on $\left[x_{n}, b\right]$ by the nonstandard initial conditions

$$
\begin{equation*}
y\left(x_{n}+0\right)=\phi_{n \lambda}\left(x_{n}-0\right), \quad y^{\prime}\left(x_{n}+0\right)=\phi_{n \lambda}^{\prime}\left(x_{n}-0\right)+\gamma_{i} \phi_{n \lambda}\left(x_{n}\right) . \tag{2.8}
\end{equation*}
$$

Therefore $\phi(x, \lambda)$ satisfies the equation (1.1) on the interval $\left[a, x_{1}\right) \cup\left(x_{1}, x_{2}\right) \cup \cdots \cup$ $\left(x_{n-1}, x_{n}\right) \cup\left(x_{n}, b\right]$ and the boundary condition (1.2) and the transmission conditions (1.3), (1.4).

Similarly let $\chi_{(n+1) \lambda}(x)=\chi_{n+1}(x, \lambda)$ be a solution of (1.1) on $\left(x_{n}, b\right]$ which satisfies the initial conditions

$$
\begin{equation*}
y(b)=\beta_{2}^{\prime} \lambda+\beta_{2}, \quad y^{\prime}(b)=\beta_{1}^{\prime} \lambda+\beta_{1} . \tag{2.9}
\end{equation*}
$$

Likewise let define the solution $\chi_{i}(x, \lambda)$, on $\left[x_{i-1}, x_{i}\right],(i=\overline{n, 2})$ satisfies the conditions

$$
\begin{equation*}
y\left(x_{i}-0\right)=\chi_{(i+1) \lambda}\left(x_{i}+0\right), \quad y^{\prime}\left(x_{i}-0\right)=\chi_{(i+1) \lambda}^{\prime}\left(x_{i}+0\right)-\gamma_{i} \chi_{(i+1) \lambda}\left(x_{i}\right) . \tag{2.10}
\end{equation*}
$$

Finally we define a solution $\chi_{1}(x, \lambda)$ on $\left[a, x_{1}\right)$ satisfies the conditions

$$
\begin{equation*}
y\left(x_{1}-0\right)=\chi_{2 \lambda}\left(x_{1}+0\right), \quad y^{\prime}\left(x_{1}-0\right)=\chi_{2 \lambda}^{\prime}\left(x_{1}+0\right)-\gamma_{i} \chi_{2 \lambda}\left(x_{1}\right) \tag{2.11}
\end{equation*}
$$

Hence $\chi(x, \lambda)$ satisfies the equation (1.1) on $\left[a, x_{1}\right) \cup\left(x_{1}, x_{2}\right) \cup \cdots \cup\left(x_{n-1}, x_{n}\right) \cup$ $\left(x_{n}, b\right]$, the boundary condition (1.5) and the transmission conditions (1.3), (1.4).

Let define the wronskians of $\phi_{i}$ and $\chi_{i}$ for $x$ in the intervals $\left[a, x_{1}\right),\left(x_{1}, x_{2}\right), \ldots$, $\left(x_{n-1}, x_{n}\right),\left(x_{n}, b\right]$ respectively:

$$
\begin{align*}
w_{i}(\lambda) & =W_{\lambda}\left(\phi_{i}, \chi_{i}, x\right)  \tag{2.12}\\
& =\phi_{i}(x, \lambda) \chi_{i}^{\prime}(x, \lambda)-\phi_{i}^{\prime}(x, \lambda) \chi_{i}(x, \lambda), \quad i=\overline{1, n+1}
\end{align*}
$$

Lemma 2. For each $\lambda \in \mathbb{C} w(\lambda):=w_{1}(\lambda)=w_{2}(\lambda)=w_{3}(\lambda)=\cdots=w_{n+1}(\lambda)$.
Proof. From (2.7), (2.10), (1.3) and (1.4)

$$
\begin{aligned}
W_{\lambda}\left(\phi_{1}, \chi_{1} ; x_{1}-0\right)= & \phi_{1}\left(x_{1}-0, \lambda\right) \chi_{1}^{\prime}\left(x_{1}-0, \lambda\right)-\phi_{1}^{\prime}\left(x_{1}-0, \lambda\right) \chi_{1}\left(x_{1}-0, \lambda\right) \\
= & \phi_{2}\left(x_{1}+0, \lambda\right)\left[\chi_{2}^{\prime}\left(x_{1}+0, \lambda\right)-\gamma_{1} \chi_{2}\left(x_{1}, \lambda\right)\right] \\
& -\left[\phi_{2}^{\prime}\left(x_{1}+0, \lambda\right)-\gamma_{1} \phi_{2}\left(x_{1}, \lambda\right)\right] \chi_{2}\left(x_{1}+0, \lambda\right) \\
= & W_{\lambda}\left(\phi_{2}, \chi_{2} ; x_{1}+0\right)-\gamma_{1}\left[\phi_{2}\left(x_{1}+0, \lambda\right) \chi_{2}\left(x_{1}, \lambda\right)\right. \\
& \left.-\phi_{2}\left(x_{1}, \lambda\right) \chi_{2}\left(x_{1}+0, \lambda\right)\right] \\
= & W_{\lambda}\left(\phi_{2}, \chi_{2} ; x_{1}+0\right)
\end{aligned}
$$

Since the wronskians are independent of $x$ (see [15, pp.7]), we get

$$
W_{\lambda}\left(\phi_{2}, \chi_{2} ; x_{1}+0\right)=W_{\lambda}\left(\phi_{2}, \chi_{2} ; x_{2}-0\right)
$$

and similar calculation gives

$$
W_{\lambda}\left(\phi_{2}, \chi_{2} ; x_{2}-0\right)=W_{\lambda}\left(\phi_{3}, \chi_{3} ; x_{2}+0\right)
$$

Consequently we arrive at

$$
\begin{aligned}
W_{\lambda}\left(\phi_{1}, \chi_{1} ; x_{1}-0\right) & =W_{\lambda}\left(\phi_{2}, \chi_{2} ; x_{1}+0\right)=W_{\lambda}\left(\phi_{3}, \chi_{3} ; x_{2}+0\right)=\cdots \\
& =W_{\lambda}\left(\phi_{n+1}, \chi_{n+1} ; x_{n}+0\right)
\end{aligned}
$$

Theorem 2. The eigenvalues of the problem (1.1)-(1.5) consist the zeros of the function $w(\lambda)$.

Proof. For the proof, we will follow the technique in [9]. Suppose that $\mu$ is the zero of $w(\lambda)$. Then the wronskian of $\phi_{1}(x, \mu)$ and $\chi_{1}(x, \mu)$ is zero, so that $\chi_{1}(x, \mu)$ is a constant multiple of $\phi_{1}(x, \mu)$, say

$$
\chi_{1}(x, \mu)=k \phi_{1}(x, \mu), \quad x \in\left[a, x_{1}\right]
$$

for some $k \neq 0$. Therefore $\chi_{1}(x, \mu)$ satisfies the boundary condition (1.2) and this means that $\chi_{1}(x, \mu)$ is an eigenfunction for the eigenvalue $\mu$.

For the converse, let $\Phi(x)$ be any eigenfunction corresponding to eigenvalue $\mu$. Then the function $\Phi(x)$ may be represented in the form

$$
\Phi(x)= \begin{cases}k_{1} \phi_{1}(x, \mu)+k_{2} \chi_{1}(x, \mu), & x \in\left[a, x_{1}\right) \\ k_{3} \phi_{2}(x, \mu)+k_{4} \chi_{2}(x, \mu), & x \in\left(x_{1}, x_{2}\right) \\ \vdots & \vdots \\ k_{2 n-1} \phi_{n}(x, \mu)+k_{2 n} \chi_{n}(x, \mu), & x \in\left(x_{n-1}, x_{n}\right) \\ k_{2 n+1} \phi_{n+1}(x, \mu)+k_{2 n+2} \chi_{n+1}(x, \mu), & x \in\left(x_{n}, b\right]\end{cases}
$$

where at least one of the constants $k_{j,}(j=\overline{1,2 n+2})$ is not zero. By using the initial conditions (2.6)-(2.11), the equations

$$
\begin{equation*}
L_{1}(\Phi)=0 ; \quad U_{i}(\Phi)=0, \quad V_{i}(\Phi)=0, i=\overline{1, n} ; \quad L_{2}(\Phi)=0 \tag{2.13}
\end{equation*}
$$

give a system of linear equations in the variables $k_{j},(j=\overline{1,2 n+2})$ and the coefficient matrix of this system is

$$
\left[\begin{array}{cccccccc}
0 & w_{1}(\mu) & 0 & 0 & & \cdots & & 0  \tag{2.14}\\
& N_{1} & M_{1} & & & & 0 & 0 \\
0 & 0 & & & & & 0 & 0 \\
0 & 0 & N_{2} & M_{2} & & & \\
& & & N_{3} & \ddots & & \vdots & \vdots \\
\vdots & \vdots & & & & & \\
& & & & \ddots & M_{n-1} & 0 & 0 \\
0 & 0 & & & & & 0 \\
0 & 0 & & & & N_{n} & \\
0 & 0 & & \cdots & & 0 & 0 & w_{n+1}(\mu) \\
& & & & 0
\end{array}\right]_{(2 n+2) \times(2 n+2)}
$$

where $M_{i}$ and $N_{i}$ are $2 \times 2$ matrices defined as follows

$$
\begin{gathered}
M_{i}=\left[\begin{array}{cc}
-\phi_{(i+1) \mu}\left(x_{i}+0\right) & -\chi_{(i+1) \mu}\left(x_{i}+0\right) \\
-\phi_{(i+1) \mu}^{\prime}\left(x_{i}+0\right) & -\chi_{(i+1) \mu}^{\prime}\left(x_{i}+0\right)
\end{array}\right], \quad i=\overline{1, n}, \\
N_{i}=\left[\begin{array}{cc}
\phi_{i \mu}\left(x_{i}-0\right) & \chi_{i \mu}\left(x_{i}-0\right) \\
\phi_{i \mu}^{\prime}\left(x_{i}-0\right) & \chi_{i \mu}^{\prime}\left(x_{i}-0\right)
\end{array}\right], \quad i=\overline{1, n} .
\end{gathered}
$$

The determinant of the matrix (2.14) is $-\prod_{i=1}^{n} w_{i}(\mu) \cdot w^{n+1}(\mu)$ which must be zero in order to the system (2.13) has a nontrivial solution and hence $w(\mu)=0$.

## 3. ASYMPTOTIC FORM OF SOLUTIONS AND GRAPH REPRESENTATION

In this section, we shall derive the asymptotic formulas for the characteristic function $w(\lambda)$ of (1.1), (1.5) in four different cases. The main difficulty is derivation of asymptotic formulas for the solutions of (1.1), (1.5). Because these formulas fastly lead to a very complicated equations for large values of $n$. A convenient way to manage the resulting asymptotic representation of solutions is by a graph analogy. For further reading for graph based theory, see, for example, [4]. We start with some lemmas.

Lemma 3. Let $\lambda=\rho^{2}$ and $\phi(x, \lambda)$ be solution of the equation (1.1). Then the following integral equations hold for $k=0,1$

$$
\begin{align*}
\frac{d^{k}}{d x^{k}} \phi_{1 \lambda}(x)= & \alpha_{2} \frac{d^{k}}{d x^{k}}(\cos \rho(x-a))-\alpha_{1} \frac{1}{\rho} \frac{d^{k}}{d x^{k}}(\sin \rho(x-a))  \tag{3.1}\\
& +\frac{1}{\rho} \int_{a}^{x_{1}} \frac{d^{k}}{d x^{k}}(\sin \rho(x-t)) q(t) \phi_{1 \lambda}(t) d t \\
\frac{d^{k}}{d x^{k}} \phi_{(i+1) \lambda}(x)= & \phi_{i \lambda}\left(x_{i}-0\right) \frac{d^{k}}{d x^{k}}\left(\cos \rho\left(x-x_{i}\right)\right)  \tag{3.2}\\
& +\frac{1}{\rho} \phi_{i \lambda}^{\prime}\left(x_{i}-0\right) \frac{d^{k}}{d x^{k}}\left(\sin \rho\left(x-x_{i}\right)\right) \\
& +\frac{1}{\rho} \int_{x_{i}}^{x} \frac{d^{k}}{d x^{k}}(\sin \rho(x-t)) q(t) \phi_{(i+1) \lambda}(t) d t, \quad i=\overline{1, n}
\end{align*}
$$

Proof. The last terms in (3.1) and (3.2) are equal to

$$
\begin{gathered}
\frac{1}{\rho} \int_{a}^{x_{1}} \frac{d^{k}}{d x^{k}}(\sin \rho(x-t))\left\{\rho^{2} \phi_{1 \lambda}(t)+\phi_{1 \lambda}^{\prime \prime}(t)\right\} d t \\
\frac{1}{\rho} \int_{x_{i}}^{x} \frac{d^{k}}{d x^{k}}(\sin \rho(x-t))\left\{\rho^{2} \phi_{(i+1) \lambda}(t)+\phi_{(i+1) \lambda}^{\prime \prime}(t)\right\} d t, \quad i=\overline{1, n}
\end{gathered}
$$

by the equation (1.1), respectively. On integrating by parts twice we obtain (3.1) and (3.2).

Lemma 4. Let $\tau:=\operatorname{Im} \rho$ and $\alpha_{2} \neq 0$. As $|\lambda| \rightarrow \infty$, the asymptotic formula for $\phi_{1 \lambda}(x)$ is

$$
\begin{equation*}
\frac{d^{k}}{d x^{k}} \phi_{1 \lambda}(x)=\alpha_{2} \frac{d^{k}}{d x^{k}}(\cos \rho(x-a))+O\left(|\rho|^{k-1} e^{|\tau|(x-a)}\right) \tag{3.3}
\end{equation*}
$$

and the asymptotic formula for $\phi_{(i+1) \lambda}(x), i=\overline{1, n}$, is obtained from the following tree:


where $c$ and $s$ denote cosine and sine functions respectively. The roots consist of two nodes $\frac{d^{k}}{d x^{k}} c$ and $-\frac{d^{k}}{d x^{k}}$ s. The children of roots are written by repeating the processing $s-s s c$. The last children are written by repeating the processing c s. After constructing trees for any $\frac{d^{k}}{d x^{k}} \phi_{i \lambda}(x), i=\overline{2, n+1}$ using rules above to get its formula, first we write each terms by multiplying all notes on the branch from root to least children and then sum these terms. Then, while if $\alpha_{2}=0$

$$
\begin{equation*}
\frac{d^{k}}{d x^{k}} \phi_{1 \lambda}(x)=-\frac{\alpha_{1}}{\rho} \frac{d^{k}}{d x^{k}}(\sin \rho(x-a))+O\left(|\rho|^{k-2} e^{|\tau|(x-a)}\right) \tag{3.5}
\end{equation*}
$$

and


Each result obtained from trees holds uniformly for the intervals $a \leq x \leq x_{1}, x_{i} \leq$ $x \leq x_{i+1}, i=\overline{1, n-1}$ and $x_{n} \leq x \leq b$ respectively.

Proof. The proof for $i=1,2$ and 3 without graph representation were given in [9] and [15]. Here, we propose an alternative proof in general sense by using graph demonstration. As can be seen in studies [9], [15] the continuation of this process, although theoretically clear, soon leads to very complicated formulas. It is therefore advantageous to use a graphical representation. Indeed, we can construct a link about the array of the functions. Below, we exhibit the trees corresponding to each $\frac{d^{k}}{d x^{k}} \phi_{i \lambda}(x), i=\overline{1, n+1}$ and give a systematic pattern. We will write $\frac{d^{k}}{d x^{k}} \phi_{i \lambda}(x)$ for $i=1,2,3$ from [9, Lemma 3.2]. For $\alpha_{2} \neq 0$ and $i=1$ we have

$$
\frac{d^{k}}{d x^{k}} \phi_{1 \lambda}(x)=\alpha_{2} \frac{d^{k}}{d x^{k}}(\cos \rho(x-a))+O\left(|\rho|^{k-1} e^{|\tau|(x-a)}\right)
$$

The tree for this formula will consist of only one node will be named by root:

$$
\alpha_{2} \quad \frac{d^{k}}{d x^{k}} c \quad \rho(x-a)
$$

In order to work with trees we introduce the following notations: $\alpha_{2}$ is common factor of all terms, $\frac{d^{k}}{d x^{k}}$ shows the derivative of terms on root and $\rho(x-a)$ is at values of functions which are on the same line with it. For $i=2$,

$$
\begin{align*}
\frac{d^{k}}{d x^{k}} \phi_{2 \lambda}(x)= & \alpha_{2}\left\{\frac{d^{k}}{d x^{k}}\left(\cos \rho\left(x-x_{1}\right)\right) \cos \rho\left(x_{1}-a\right)\right.  \tag{3.7}\\
& -\frac{d^{k}}{d x^{k}}\left(\sin \rho\left(x-x_{1}\right)\right) \sin \rho\left(x_{1}-a\right) \\
& \left.+O\left(|\rho|^{k-1} e^{|\tau|\left[\left(x-x_{1}\right)+\left(x_{1}-a\right)\right]}\right)\right\}
\end{align*}
$$

For this formula the tree will consist of two roots and their one child:

| $-\frac{\alpha_{1}}{\rho}$ | $\frac{d^{k}}{d x^{k}} c$ $-\frac{d^{k}}{d x^{k}} S$ $\rho\left(x-x_{1}\right)$ <br> $\downarrow$ $\downarrow$  <br> $c$ $S$ $\rho\left(x_{1}-a\right)$${ }^{\downarrow}+1$ |
| :---: | :---: | :---: |

In this tree, the multiplication of terms on the vertical branch from root to its child gives the first term of (3.7) and similarly, second branch gives the second term of (3.7). Then the sum of these branches gives the formula (3.7). Finally, for $i=3$

$$
\begin{aligned}
\frac{d^{k}}{d x^{k}} \phi_{3 \lambda}(x)= & \alpha_{2}\left\{\frac{d^{k}}{d x^{k}}\left(\cos \rho\left(x-x_{2}\right)\right) \cos \rho\left(x_{2}-x_{1}\right) \cos \rho\left(x_{1}-a\right)\right. \\
& -\frac{d^{k}}{d x^{k}}\left(\cos \rho\left(x-x_{2}\right)\right) \sin \rho\left(x_{2}-x_{1}\right) \sin \rho\left(x_{1}-a\right) \\
& -\frac{d^{k}}{d x^{k}}\left(\sin \rho\left(x-x_{2}\right)\right) \sin \rho\left(x_{2}-x_{1}\right) \cos \rho\left(x_{1}-a\right)
\end{aligned}
$$

$$
\begin{aligned}
& -\frac{d^{k}}{d x^{k}}\left(\sin \rho\left(x-x_{2}\right)\right) \cos \rho\left(x_{2}-x_{1}\right) \sin \rho\left(x_{1}-a\right) \\
& \left.+O\left(|\rho|^{k-1} e^{|\tau|\left[\left(x-x_{2}\right)+\left(x_{2}-x_{1}\right)+\left(x_{1}-a\right)\right]}\right)\right\}
\end{aligned}
$$

and corresponds to:


The above trees help in giving a procedure to construct trees for $i \geq 4$. From using the rules above we generalize a tree for $\frac{d^{k}}{d x^{k}} \phi_{(n+1) \lambda}(x)$ as in (3.4) and by using the same technique we obtain a tree for $\frac{d^{k}}{d x^{k}} \phi_{(n+1) \lambda}(x)$ when $\alpha_{2}=0$ as in (3.6).

Theorem 3. Let $\lambda=\rho^{2}$ and $\tau:=I m \rho$. Then the estimates obtained from the following four trees for $w(\lambda)$ are valid.

For $\beta_{2}^{\prime} \neq 0, \alpha_{2} \neq 0$, the estimate obtained from a tree which is the same as in (3.4) except common factor and root changed by

$$
-\beta_{2}^{\prime} \alpha_{2} \rho^{3} \quad s \quad c \quad \rho\left(b-x_{n}\right)
$$

For $\beta_{2}^{\prime} \neq 0, \alpha_{2}=0$, the estimate obtained from a tree which is the same as in (3.6) except common factor and root changed by

$$
-\beta_{2}^{\prime} \alpha_{1} \rho^{2} \quad s \quad c \quad \rho\left(b-x_{n}\right)
$$

For $\beta_{2}^{\prime}=0, \alpha_{2} \neq 0$, the estimate obtained from a tree which is the same as in (3.4) except common factor and root changed by

$$
-\beta_{1}^{\prime} \alpha_{2} \rho^{2} \quad c \quad-s \quad \rho\left(b-x_{n}\right)
$$

For $\beta_{2}^{\prime}=0, \alpha_{2}=0$, the estimate obtained from a tree which is the same as in (3.6) except common factor and root changed by

$$
-\beta_{1}^{\prime} \alpha_{1} \rho \quad c \quad s \quad \rho\left(b-x_{n}\right)
$$

Proof. The case $\beta_{2}^{\prime} \neq 0, \alpha_{2} \neq 0$ will be considered; similar proof works for other three cases. Since $w_{n+1}(\lambda)$ in (2.12) is independent of $x \in[a, b]$, from (2.9) we get

$$
\begin{equation*}
w_{n+1}(\lambda)=\left(\beta_{1}^{\prime} \lambda+\beta_{1}\right) \phi_{(n+1) \lambda}(b)-\left(\beta_{2}^{\prime} \lambda+\beta_{2}\right) \phi_{(n+1) \lambda}^{\prime}(b) \tag{3.8}
\end{equation*}
$$

Putting $x=b$ in estimates obtained from trees (3.4) and (3.6) for the asymptotic behavior of $\frac{d^{k}}{d x^{k}} \phi_{(n+1) \lambda}(x)$ and then substituting in (3.8) we obtain four different
cases for the asymptotic behavior of $w_{n+1}(\lambda)$ and their trees as $|\lambda| \rightarrow \infty$. For $\beta_{2}^{\prime} \neq$ $0, \alpha_{2} \neq 0$, we briefly write

$$
\begin{align*}
w_{n+1}(\lambda)= & \beta_{2}^{\prime} \alpha_{2} \rho^{3}\left\{\sin \rho\left(b-x_{n}\right)[\ldots]_{1}+\cos \rho\left(b-x_{n}\right)[\ldots]_{2}\right\}  \tag{3.9}\\
& +O\left(|\rho|^{2} e^{|\tau|\left[\left(b-x_{n}\right)+\left(x_{n}-x_{n-1}\right)+\cdots+\left(x_{2}-x_{1}\right)+\left(x_{1}-a\right)\right]}\right)
\end{align*}
$$

where the terms in square brackets $[\ldots]_{1}$ and $[\ldots]_{2}$ are the same as the terms in estimate obtained from (3.4). Therefore the tree for (3.9) is similar to the tree (3.4) except common factor and root. The common factor and root are replaced by

$$
-\beta_{2}^{\prime} \alpha_{2} \rho^{3} \quad s \quad c \quad \rho\left(b-x_{n}\right)
$$

Putting $\rho=i \tau(\tau>0)$ in these formula it follows that $w(\lambda) \neq 0$ for $\lambda$ negative and sufficiently large. The eigenvalues of the problem (1.1)-(1.5) are bounded below in all cases.

## 4. ASYMPTOTIC BEHAVIOR OF THE EIGENVALUES AND EIGENFUNCTIONS

Our object in this section is to obtain asymptotic estimates for eigenvalues of problem (1.1)-(1.5). We know from Lemma 2 and Theorem 2 that the eigenvalues coincide with the zeros of the entire function $w_{n+1}(\lambda)$. Since the eigenvalues are real and bounded below we can denote the eigenvalues by $\lambda_{n}(n=0,1, \ldots)$, where

$$
\lambda_{0} \leq \lambda_{1} \leq \lambda_{2} \leq \cdots
$$

Let $\beta_{2}^{\prime} \neq 0, \alpha_{2} \neq 0$. In the formula (3.9) and so in the corresponding tree, after successive trigonometric operations from last children to the root we arrive at

$$
\begin{equation*}
w_{n+1}(\lambda)=\beta_{2}^{\prime} \alpha_{2} \rho^{3} \prod_{k=1}^{n} \sin \rho(b-a)+O\left(|\rho|^{2} e^{|\tau|(b-a)}\right) \tag{4.1}
\end{equation*}
$$

By applying Rouché's theorem on a sufficiently large contour it follows that $w_{n+1}(\lambda)$ has the same number of zeros inside the contour as

$$
\beta_{2}^{\prime} \alpha_{2} \rho^{3} \prod_{k=1}^{n} \sin \rho(b-a)
$$

Hence, if $\lambda_{0} \leq \lambda_{1} \leq \lambda_{2} \leq \cdots$, are the zeros of $w_{n+1}(\lambda)$ and $\rho_{m}^{2}=\lambda$, we have for sufficiently large $m$

$$
\begin{equation*}
\rho_{m}=\frac{(m-1) \pi}{b-a}+O\left(\frac{1}{m}\right) \tag{4.2}
\end{equation*}
$$

With the same idea, we obtain: For $\beta_{2}^{\prime} \neq 0, \alpha_{2}=0$ and for $\beta_{2}^{\prime}=0, \alpha_{2} \neq 0$,

$$
\begin{equation*}
\rho_{m}=\frac{(m-1 / 2) \pi}{b-a}+O\left(\frac{1}{m}\right) \tag{4.3}
\end{equation*}
$$

For $\beta_{2}^{\prime}=0, \alpha_{2}=0$,

$$
\begin{equation*}
\rho_{m}=\frac{m \pi}{b-a}+O\left(\frac{1}{m}\right) \tag{4.4}
\end{equation*}
$$

Let $\phi\left(x, \lambda_{m}\right)$ is an eigenfunction corresponding to eigenvalue $\lambda_{m}$ and $\beta_{2}^{\prime} \neq 0, \alpha_{2} \neq$ 0 . After inserting (4.2) into (3.3) and (3.4) and taking into account the definition of solutions defined in $\S 2$ we get

$$
\phi\left(x, \lambda_{m}\right)=\alpha_{2} \cos \left(\frac{(m-1) \pi}{b-a}(x-a)\right)+O\left(\frac{1}{m}\right), \quad x \in[a, b]
$$

and for $\beta_{2}^{\prime} \neq 0, \alpha_{2}=0$

$$
\phi\left(x, \lambda_{m}\right)=-\alpha_{1} \frac{(b-a)}{\pi(m-1 / 2)} \sin \left(\frac{(m-1 / 2) \pi}{b-a}(x-a)\right)+O\left(\frac{1}{m^{2}}\right), x \in[a, b]
$$

for $\beta_{2}^{\prime}=0, \alpha_{2} \neq 0$

$$
\phi\left(x, \lambda_{m}\right)=\alpha_{2} \cos \left(\frac{(m-1 / 2) \pi}{b-a}(x-a)\right)+O\left(\frac{1}{m}\right), \quad x \in[a, b]
$$

for $\beta_{2}^{\prime}=0, \alpha_{2}=0$

$$
\phi\left(x, \lambda_{m}\right)=-\alpha_{1} \frac{(b-a)}{\pi m} \sin \left(\frac{m \pi}{b-a}(x-a)\right)+O\left(\frac{1}{m^{2}}\right), x \in[a, b]
$$
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