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1. Introduction

The purpose of this paper is to establish new efficient conditions sufficient for the unique solvability of the Cauchy problem for some classes of many-dimensional systems of linear integral-differential equations.

The proof of the main Theorem 3.1 of Section 3.1 is based on the application of Theorem 2 from [4] (see Theorem 4.2 in this paper) established by using a result of [5, 7]. Note that similar statements were obtained in [1, 6] by different methods.

2. Notation

The following notation is used.

(i) \( \mathbb{R} = (-\infty, \infty) \), \( \mathbb{R}_+ = [0, \infty) \), \( \mathbb{N} = \{1, 2, 3, \ldots\} \).

(ii) \( \|x\| := \max_{1 \leq k \leq n} |x_k| \) for \( x = (x_k)_{k=1}^n \in \mathbb{R}^n \).

(iii) \( C([a, b], \mathbb{R}^n) \) is the Banach space of the continuous functions \( [a, b] \rightarrow \mathbb{R}^n \) equipped with the standard norm

\[
C([a, b], \mathbb{R}^n) \ni u \mapsto \max_{s \in [a, b]} \|u(s)\|.
\]

(iv) \( L([a, b], \mathbb{R}^n) \) is the Banach space of Lebesgue integrable functions \( u : [a, b] \rightarrow \mathbb{R}^n \) with the norm

\[
L([a, b], \mathbb{R}^n) \ni u \mapsto \int_a^b \|u(s)\| \, ds.
\]

(v) \( \mathcal{L}(\mathbb{R}^n) \) is the algebra of square real matrices of dimension \( n \).
(vi) The relation \( x \leq_{\vec{\sigma}} y \) for
\[
\vec{\sigma} := \begin{pmatrix} \sigma_1 \\ \sigma_2 \\ \vdots \\ \sigma_n \end{pmatrix}
\]
and \( \{x, y\} \subset \mathbb{R}^n \) means that \( \sigma_k(y_k - x_k) \geq 0 \) for all \( k = 1, 2, \ldots, n \). Similarly, the relation \( x <_{\vec{\sigma}} y \) means that \( \sigma_k(y_k - x_k) > 0 \) for every \( k = 1, 2, \ldots, n \). The symbols “\( \geq_{\vec{\sigma}} \)” and “\( >_{\vec{\sigma}} \)” are defined by analogy.

3. Initial value problem for the integral-differential equation

We consider the system of \( n \) linear inhomogeneous integral-differential equations of the form
\[
u'(t) = \sum_{j=1}^{N} \int_{a}^{b} H_j(t, s)u(\omega_j(t, s))ds + f(t), \quad t \in [a, b], \quad (3.1)
\]
with the initial condition
\[
u(\tau) = c, \quad (3.2)
\]
and the corresponding homogeneous Cauchy problem
\[
u'(t) = \sum_{j=1}^{N} \int_{a}^{b} H_j(t, s)u(\omega_j(t, s))ds, \quad t \in [a, b], \quad (3.3)
\]
\[
u(\tau) = 0, \quad (3.4)
\]
where \( H_j : [a, b] \times [a, b] \to \mathcal{L}(\mathbb{R}^n) \) and \( f : [a, b] \to \mathbb{R}^n \) are integrable functions, and \( \omega_j : [a, b] \times [a, b] \to [a, b] \) are measurable functions, \( j = 1, 2, \ldots, N \). By a solution of problem (3.1), (3.2) (respectively, (3.3), (3.4)), according to the definition adopted in the modern theory of functional-differential equations [2], an absolutely continuous function \( u : [a, b] \to \mathbb{R}^n \) is meant which possesses property (3.2) (respectively, (3.4)) at the point \( \tau \) and satisfies relation (3.1) (respectively, (3.3)) almost everywhere on \([a, b]\). Various equations, e. g.,
\[
u'(t) = \lambda(t) \int_{a}^{b} r(s)u(h(s))ds + f(t), \quad t \in (-\infty, \infty),
\]
\[
u'(t) = \int_{a(t)}^{b(t)} r(s)u(\phi(t - s))ds + f(t), \quad t \in (-\infty, \infty),
\]
can be rewritten in form (3.1).
3.1. Main theorem

Here, we state the main theorem on the unique solvability of the initial value problem (3.1), (3.2), which can be used to obtain efficient conditions for concrete equations (see, e.g., Corollary 3.6).

The conditions of the Theorem 3.1 below are formulated in terms of the functions obtained by the consecutive application of the linear operation defined by the right-hand side of equation (3.3) to a given function with suitable properties. More precisely, let us fix some absolutely continuous function \( y_0 : [a, b] \rightarrow \mathbb{R}^n \) which satisfies the conditions

\[
y_0(\tau) = 0 \quad (3.5)
\]

and

\[
y_0(t) > 0, \quad t \in [a, b] \setminus \{\tau\}, \quad (3.6)
\]

and consider the sequence of functions given by the recurrence relation

\[
y_k(t) = \sum_{j=0}^N \int_a^b \left( \int_a^b H_j(\xi, s)y_{k-1}(\omega_j(\xi, s))ds \right) d\xi, \quad t \in [a, b], \quad k = 1, 2, \ldots \quad (3.7)
\]

The following general theorem is true.

**Theorem 3.1.** Let the functions \( \omega_j : [a, b] \times [a, b] \rightarrow [a, b] \) be measurable and \( H_j : [a, b] \times [a, b] \rightarrow L'(\mathbb{R}^n), \ j = 1, 2, \ldots, N, \) be integrable and such that

\[
\sum_{j=1}^N \int_a^b H_j(t, s)\hat{\sigma} \, ds \, \text{sign}(t - \tau) \geq 0 \quad \text{for a.e.} \quad t \in [a, b] \quad (3.8)
\]

with some constant vector \( \hat{\sigma} = \text{col}(\sigma_1, \sigma_2, \ldots, \sigma_n), \ |\sigma_k| = 1, 2, \ldots, n \) \( \subset \{-1, 1\} \).

Assume also that there exist some real constants \( \alpha \in (0, 1) \) and \( \varrho \in (1, +\infty), \) integers \( k \geq 0 \) and \( r \geq 1, \) and a certain absolutely continuous function \( y_0 : [a, b] \rightarrow \mathbb{R}^n \) satisfying relations (3.5) and (3.6) such that the integral-differential inequality

\[
\left[ y_0(t) - \frac{\varrho^{k+1}}{1 - \alpha} \sum_{j=1}^N \left( \int_a^b H_j(t, s)|\sigma_j y_{k+r}(\omega_j(t, s))\right) \right] \text{sign}(t - \tau) \geq_\sigma 0 \quad (3.9)
\]

holds for almost every \( t \) from \( [a, b] \).

Then the Cauchy problem (3.3), (3.4) has only the trivial solution, the inhomogeneous Cauchy problem (3.1), (3.2), has a unique solution \( u(\cdot) \) for arbitrary \( c \in \mathbb{R}^n \) and \( f \in L([a, b], \mathbb{R}^n), \) and this solution is representable as the uniformly convergent functional series

\[
u(t) = \sum_{k=0}^\infty f^{(k)}(t), \quad t \in [a, b], \quad (3.10)
\]
where, by definition,
\[
f^{[k]}(t) := \sum_{j=1}^{N} \int_{\tau}^{t} \left( \int_{a}^{b} H_{j}(\xi, s) f^{[k-1]}(\omega_{j}(\xi, s)) ds \right) d\xi, \quad t \in [a, b], \quad k = 1, 2, \ldots,
\]
and
\[
f^{[0]}(t) := c + \int_{\tau}^{t} f(s) ds, \quad t \in [a, b].
\]
Moreover, if the vector-function \( f \) and vector \( c \) satisfy the additional condition
\[
\int_{\tau}^{t} f(s) ds \geq -c
\]
for all \( t \) from \([a, b]\), then the unique solution \( u(\cdot) \) of the inhomogeneous problem (3.1), (3.2) satisfies the relation
\[
u(t) \geq 0, \quad t \in [a, b].
\]

We recall that, everywhere in this paper, notation (vi) of Section 2 is used. For example, condition (3.11) means that the inequality
\[
\sigma_{k} \left[ c_{k} + \int_{\tau}^{t} f_{k}(s) ds \right] \geq 0
\]
is true for all \( t \) from \([a, b]\) and \( k = 1, 2, \ldots, n \).

**Remark 3.2.** Under the condition of Theorem 3.1, the uniform convergence of the sequence of functions (3.7) to the function equal identically to zero, i.e., to the unique solution of the homogeneous Cauchy problem (3.3), (3.4), follows from the proof of [7, Theorem 2], which theorem implies Theorems 3.1 and 4.2 of [4] used in this paper.

**Remark 3.3.** Condition (3.9) is optimal in the sense that the assertion of Theorem 3.1, generally speaking, is not true if (3.9) is assumed with \( \varrho = 1 \), i.e., has the form
\[
\left[ (1 - \alpha) y'_{0}(t) - \sum_{j=1}^{N} \left( \int_{a}^{b} H_{j}(t, s) [y_{k+1}(\omega_{j}(t, s)) - \alpha y_{k}(\omega_{j}(t, s))] ds \right) \right] \text{sign}(t - \tau) \geq 0.
\]
This statement is justified by the example below.

**Example 3.4.** Consider the homogeneous integral-differential equation
\[
u'(t) = \frac{2 \text{sign}(t - \tau)}{(a - \tau)^{2} + (b - \tau)^{2}} \int_{a}^{b} u(s) ds, \quad t \in [a, b],
\]
where \( \tau \) is a given point from \((a, b)\). Clearly, equation (3.14) can be rewritten as (3.3) if we put
\[
n = 1, \quad N = 1,
\]
\[
H_1(t, s) = \frac{2 \text{sign}(t - \tau)}{(a - \tau)^2 + (b - \tau)^2}, \quad (t, s) \in [a, b] \times [a, b].
\]
(3.15)

Let us set
\[
y_0(t) = |t - \tau|, \quad t \in [a, b].
\]
(3.16)

Obviously, this function is absolutely continuous and satisfies conditions (3.5) and (3.6) with \( n = 1 \) and \( \vec{\sigma} = 1 \). We construct the sequence of functions \( y_1, y_2, \ldots \) defined by the formula (3.7). In this case, it has the form
\[
y_k(t) = \int_t^\tau \frac{2 \text{sign}(\xi - \tau)}{(a - \tau)^2 + (b - \tau)^2} \left( \int_a^b y_{k-1}(s) ds \right) d\xi
\]
\[
= \frac{2|t - \tau|}{(a - \tau)^2 + (b - \tau)^2} \int_a^b y_{k-1}(s) ds, \quad t \in [a, b].
\]
(3.17)

It is clear that, by virtue of (3.16),
\[
y_1(t) = \frac{2|t - \tau|}{(a - \tau)^2 + (b - \tau)^2} \int_a^b |s - \tau| ds = |t - \tau|, \quad t \in [a, b].
\]
(3.18)

Arguing by induction, we obtain that
\[
y_k(t) = |t - \tau|, \quad t \in [a, b],
\]
for every \( k \geq 0 \). It is obvious that, for \( \vec{\sigma} = 1 \) and \( N, n, \) and \( H_1 \) given by formulae (3.15), the equality
\[
\sum_{j=1}^{N} \int_a^b H_j(t, s) \vec{\sigma} ds \text{sign}(t - \tau) = \frac{2}{(a - \tau)^2 + (b - \tau)^2}
\]
(3.19)
is true and, hence, condition (3.8) is fulfilled.

Let us show that condition (3.9) with \( \varrho = 1 \) (i.e., inequality (3.13)) holds for \( \vec{\sigma} = 1 \) and \( N, n, \) and \( H_1 \) given by formulae (3.15). Indeed, in this case, according to (3.18), the expression in the left-hand side of inequality (3.13) takes the form
\[
\left[ (1 - \alpha)y_0(t) - \sum_{j=1}^{N} \left( \int_a^b H_j(t, s)[y_{k+j}(\omega_j(t, s)) - \alpha y_k(\omega_j(t, s))] ds \right) \right] \text{sign}(t - \tau)
\]
\[
= (1 - \alpha) \left( \text{sign}(t - \tau) - \frac{2 \text{sign}(t - \tau)}{(a - \tau)^2 + (b - \tau)^2} \int_a^b |s - \tau| ds \right) \text{sign}(t - \tau)
\]
\[
= (1 - \alpha)(1 - 1) = 0
\]
(3.20)
and, hence, (3.9) is satisfied in the form of an equality. However, the function
\[
u(t) = \lambda |t - \tau|, \quad t \in [a, b],
\]
where $\lambda \in \mathbb{R}$ is arbitrary, is a non-trivial solution of the homogeneous Cauchy problem (3.14), (3.4).

Thus, in Theorem 3.1, one cannot replace condition (3.9) with $\varrho > 1$ by condition (3.13) because the latter does not guarantee the unique solvability of the Cauchy problem under consideration.

### 3.2. Corollaries

Conditions (3.5) and (3.6) are satisfied, e. g., for the function

$$y_0(t) = |t - \tau|^\varrho \sigma, \quad t \in [a, b],$$

(3.21)

where $q$ is some natural number and $\sigma = (\sigma_k)_{k=1}^n$ is an $n$-dimensional vector such that $\sigma_k \in [-1, 1]$ for all $k = 1, 2, \ldots, n$. The following results then follow from Theorem 3.1.

**Corollary 3.5.** Let the functions $\omega_j : [a, b] \times [a, b] \to [a, b]$ be measurable, $H_j : [a, b] \times [a, b] \to \mathcal{L}(\mathbb{R}^n)$ be integrable, and inequality (3.8) be satisfied for some $\sigma \in [-1, 1]^n$. Moreover, assume that there exist a real number $\gamma \in (0, 1)$ and some $q \in \mathbb{N}$ such that the inequality

$$\sum_{j_1=1}^N \sum_{j_2=1}^N \int_\tau^b \left( \int_a^b \omega_j(\xi, p) \left( \int_\tau^b H_j(\eta, s) \sigma| \omega_j(\eta, s) - \tau|^q ds \right) d\eta \right) d\xi$$

$$\leq \gamma \sum_{j_1=1}^N \int_\tau^b \left( \int_a^b H_j(\eta, s) \sigma| \omega_j(\eta, s) - \tau|^q ds \right) d\eta$$

(3.22)

is true for almost every $t \in [a, b]$.

Then for arbitrary $c \in \mathbb{R}^n$ and $f \in L([a, b], \mathbb{R}^n)$, the inhomogeneous Cauchy problem (3.1), (3.2) is uniquely solvable, and homogeneous Cauchy problem (3.3), (3.4) has only trivial solution. Moreover, if the function $f$ and vector $c$ satisfy inequality (3.11) for all $t \in [a, b]$, then the unique solution of problem (3.1), (3.2) satisfies condition (3.12).

**Corollary 3.6.** Assume that the functions $\omega_j : [a, b] \times [a, b] \to [a, b]$ are measurable and the integrable $H_j : [a, b] \times [a, b] \to \mathcal{L}(\mathbb{R}^n)$ satisfy (3.8) with some vector $\sigma \in [-1, 1]^n$. Let, moreover, there exist some constants $\gamma \in (0, 1)$ and $q \in \mathbb{N}$ such that the inequality

$$\sum_{j=1}^N \int_\tau^b \left[ \int_a^b |\omega_j(\eta, s) - \tau|^q H_j(\eta, s) ds \right] d\eta \sigma \leq \gamma |t - \tau|^q \sigma$$

(3.23)

is fulfilled for a.e. $t \in [a, b]$.

Then the conclusion of Corollary 3.5 is true for the inhomogeneous problem (3.1), (3.2) and homogeneous problem (3.3), (3.4).
3.3. **The case of a two-dimensional system**

Let us obtain conditions sufficient for the unique solvability of the initial value problem

\[ u_1'(t) = \int_a^b h_{11}(t, s)u_1(\omega_{11}(t, s))ds + \int_a^b h_{12}(t, s)u_2(\omega_{12}(t, s))ds + f_1(t), \quad (3.24) \]

\[ u_2'(t) = \int_a^b h_{21}(t, s)u_1(\omega_{21}(t, s))ds + \int_a^b h_{22}(t, s)u_2(\omega_{22}(t, s))ds + f_2(t), \quad (3.25) \]

\[ u_1(\tau) = c_1, \quad (3.26) \]

\[ u_2(\tau) = c_2, \quad (3.27) \]

where \( t \in [a, b] \), the functions \( f_i \) and \( h_{ij}, i, j = 1, 2 \), are integrable, \( \omega_{ij}, i, j = 1, 2 \), are measurable, and \( c_1 \) and \( c_2 \) are arbitrary real constants.

The following assertion is true.

**Corollary 3.7.** Assume that the functions \( \omega_{ij} : [a, b] \times [a, b] \to [a, b] \) are measurable, \( h_{ij} : [a, b] \times [a, b] \to \mathbb{R} \) are integrable for all \( i, j = 1, 2 \), and, moreover, the following conditions are satisfied with certain \( \{\sigma_1, \sigma_2\} \subset \{-1, 1\} \):

\[
\left( \int_a^b h_{11}(t, s)ds + \sigma_1 \sigma_2 \int_a^b h_{12}(t, s)ds \right) \text{sign}(t - \tau) \geq 0 \quad \text{for a.e.} \ t \in [a, b]
\]

and

\[
\left( \sigma_1 \sigma_2 \int_a^b h_{21}(t, s)ds + \int_a^b h_{22}(t, s)ds \right) \text{sign}(t - \tau) \geq 0 \quad \text{for a.e.} \ t \in [a, b].
\]

Let there exist some constants \( \gamma \in (0, 1) \) and \( q \in \mathbb{N} \) such that the inequalities

\[
\int_{\tau}^{t} \left[ \int_a^b |\omega_1(\eta, s) - \tau^q h_{11}(\eta, s)|ds \right] d\eta 
+ \sigma_1 \sigma_2 \int_{\tau}^{t} \left[ \int_a^b |\omega_2(\eta, s) - \tau^q h_{12}(\eta, s)|ds \right] d\eta \leq \gamma |t - \tau|^q \quad (3.28)
\]

and

\[
\sigma_1 \sigma_2 \int_{\tau}^{t} \left[ \int_a^b |\omega_1(\eta, s) - \tau^q h_{21}(\eta, s)|ds \right] d\eta 
+ \int_{\tau}^{t} \left[ \int_a^b |\omega_2(\eta, s) - \tau^q h_{22}(\eta, s)|ds \right] d\eta \leq \gamma |t - \tau|^q \quad (3.29)
\]

hold for almost every \( t \in [a, b] \).
Then the Cauchy problem (3.1), (3.2), (3.3), (3.4) has a unique solution for arbitrary \( \{f_1, f_2\} \subset L([a, b], \mathbb{R}) \) and real \( c_1, c_2 \). Furthermore, if the inequalities
\[
\sigma_1 \left( \int_{\tau}^{t} f_1(s) ds + c_1 \right) \geq 0,
\]
\[
\sigma_2 \left( \int_{\tau}^{t} f_2(s) ds + c_2 \right) \geq 0
\]
are true for all \( t \in [a, b] \), then the unique solution \( (u_1, u_2) \) of problem (3.1), (3.2), (3.3), (3.4) satisfies the inequalities
\[
\sigma_1 u_1(t) \geq 0,
\]
\[
\sigma_2 u_2(t) \geq 0
\]
for all \( t \in [a, b] \).

4. Proofs of the statements of Sections 3.1 and 3.2

We recall the following definition [7].

**Definition 4.1.** An operator \( l : C([a, b], \mathbb{R}^n) \to L([a, b], \mathbb{R}^n) \) is said to be \((\vec{\sigma}, \tau)\)-positive with some \( \vec{\sigma} \in \{-1, 1\}^n \) and \( \tau \in [a, b] \) if relation (3.12) implies that
\[
(lu(t)) \text{ sign } (t - \tau) \geq \vec{\sigma}_0 \quad \text{for a.e. } t \in [a, b].
\]

In other words, this means that the inequalities
\[
(l_ku(t)) \text{ sign } (t - \tau) \geq 0, \quad k = 1, 2, \ldots, n,
\]
are true for a.e. \( t \in [a, b] \) if
\[
\sigma_k l_ku(t) \geq 0, \quad k = 1, 2, \ldots, n,
\]
for all \( t \in [a, b] \). Here, \( l_k : C([a, b], \mathbb{R}^n) \to L([a, b], \mathbb{R}), k = 1, 2, \ldots, n \), are the components of the operator \( l : C([a, b], \mathbb{R}^n) \to L([a, b], \mathbb{R}^n) \).

We need the following theorem on the unique solvability of the Cauchy problem established in [3, 4].

**Theorem 4.2.** Let us suppose that the linear operator \( l \) in the equation
\[
u(t) = (lu(t) + f(t)), \quad t \in [a, b],
\]
is \((\vec{\sigma}, \tau)\)-positive for some \( \vec{\sigma} \in [-1, 1]^n \). Assume also that there exist real constants \( \alpha \in (0, 1) \) and \( \varrho \in (1, +\infty) \), integers \( k \geq 0 \) and \( r \geq 1 \), and an absolutely continuous function \( y_0 : [a, b] \to \mathbb{R}^n \) with properties (3.5) and (3.6) such that the integral-differential inequality
\[
y'(t) - \frac{\varrho^{k+1}}{1 - \alpha} \left( \varrho^r y_{k+r} - \alpha y_k \right)(t) \text{ sign } (t - \tau) \geq \vec{\sigma}_0
\]
is satisfied for almost every \( t \) from \([a, b]\).
Then the homogeneous Cauchy problem
\[ u'(t) = (lu)(t), \quad t \in [a, b], \tag{4.3} \]
\[ u(\tau) = 0 \]
has only the trivial solution, and the corresponding inhomogeneous problem (4.1), (3.2) is uniquely solvable for arbitrary \( c \in \mathbb{R}^n \) and \( f \in L([a, b], \mathbb{R}^n) \). The unique solution \( u(\cdot) \) of problem (4.1), (3.2) is, moreover, representable as the uniformly convergent functional series (3.10).

If, in addition, \( c \) and \( f \) satisfy condition (4.1), then the above-mentioned solution \( u(\cdot) \) possesses property (3.12).

### 4.1. Proof of Theorem 3.1

The assertion of Theorem 3.1 follows from Theorem 2 of [4], which is formulated here as Theorem 4.2, because assumption (3.8) guarantees that the linear operator
\[ C([a, b], \mathbb{R}^n) \ni u \mapsto h_u := \sum_{j=1}^{N} \int_{a}^{b} H_j(t, s)u(\omega_j(t, s))ds \tag{4.4} \]
is \((\sigma, \tau)\)-positive in the sense of Definition 4.1. Indeed, the following lemma is true.

**Lemma 4.3.** For arbitrary measurable functions \( \omega_j : [a, b] \times [a, b] \to [a, b] \) and integrable functions \( H_j : [a, b] \times [a, b] \to L(\mathbb{R}^n) \), \( j = 1, 2, \ldots, N \), satisfying condition (3.8) with some column \( \sigma \in \{-1, 1\}^n \), the linear operator (4.4) is \((\sigma, \tau)\)-positive.

Proof. Let us assume that a function \( u \in C([a, b], \mathbb{R}^n) \) satisfies condition (3.12).

Consider the expression
\[ \alpha_k \sum_{j=1}^{N} \int_{a}^{b} H_j(t, s)u(\omega_j(t, s))ds \operatorname{sign}(t - \tau) \]
\[ = \alpha_k \sum_{j=1}^{N} \sum_{k=1}^{n} \int_{a}^{b} \sigma_k h_{j\nu}^k(t, s) \operatorname{sign}(t - \tau) \sigma_\nu u(\omega_j(t, s))ds, \quad t \in [a, b], \tag{4.5} \]
where \( h_{j\nu}^k, k, \nu = 1, 2, \ldots, n \), are the corresponding coordinates of the matrix \( H_j \), \( j = 1, 2, \ldots, N \), i. e.,
\[ H_j(t, s) = \begin{pmatrix} h_{j1}(t, s) & \cdots & h_{jn}(t, s) \\ \cdots & \cdots & \cdots \\ h_{nj1}(t, s) & \cdots & h_{jnm}(t, s) \end{pmatrix}, \quad (t, s) \in [a, b]^2. \]

Every \( k \)th component of the vector
\[ \sum_{j=1}^{N} \int_{a}^{b} H_j(t, s)\sigma_k ds \operatorname{sign}(t - \tau) \]
has the form
\[ \sum_{j=1}^{N} \sum_{\nu=1}^{n} \int_{a}^{b} \sigma_{\nu} h_{j\nu}^{l}(t, s) ds \text{ sign}(t - \tau) \]
and, therefore, by (3.8),
\[ \sigma_{k} \sum_{j=1}^{N} \sum_{\nu=1}^{n} \int_{a}^{b} \sigma_{\nu} h_{j\nu}^{l}(t, s) ds \text{ sign}(t - \tau) \geq 0 \]
for all \( k \). Thus, in view of (3.12) and (4.5),
\[ \text{diag}(\sigma_{1}, \sigma_{2}, \ldots, \sigma_{n}) \sum_{j=1}^{N} \int_{a}^{b} H_{j}(t, s) u(\omega_{j}(t, s)) ds \text{ sign}(t - \tau) \geq 0 \]
componentwise, i. e.,
\[ \sum_{j=1}^{N} \int_{a}^{b} H_{j}(t, s) u(\omega_{j}(t, s)) ds \text{ sign}(t - \tau) \geq_{\sigma} 0 \]
for a. e. \( t \in [a, b] \).

Since \( u \) is an arbitrary function satisfying condition (3.12), we have shown that operator (4.4) is \((\vec{\sigma}, \tau)\)-positive in the sense of Definition 4.1. □

4.2. Proof of Corollary 3.5

To prove Corollary 3.5, it is sufficient to apply Corollary 5 from [4] putting \( k = 1 \) and \( r = 1 \) and defining the function \( y_{0} \) by formula (3.21).

4.3. Proof of Corollary 3.6

Corollary 3.6 follows from Corollary 6 of [4]. Inequality (3.23) is fulfilled for operator (4.4) and the function \( y_{0} \) given by formula (3.21). Indeed, it is easy to verify that the derivative \( y_{0}'(t) \) of function (3.21) is given by the formula
\[ y_{0}'(t) = q|t - \tau|^{\rho-1} \text{ sign}(t - \tau), \quad t \in [a, b]. \]
Therefore,
\[ y_{0}'(t) \text{ sign}(t - \tau) \geq_{\sigma} 0, \quad t \in [a, b], \]
because, obviously,
\[ q|t - \tau|^{\rho-1} \vec{\sigma} \geq_{\sigma} 0, \quad t \in [a, b]. \]
4.4. Proof of Corollary 3.7

Let us put \( n = 2 \) and \( N = 4 \) in equation (3.1) and define the matrix-valued functions \( H_j, 1 \leq j \leq 4, \) by the formulae

\[
H_1(t, s) = \begin{pmatrix} h_{11}(t, s) & 0 \\ 0 & 0 \end{pmatrix}, \quad H_2(t, s) = \begin{pmatrix} 0 & h_{12}(t, s) \\ 0 & 0 \end{pmatrix},
\]

\[
H_3(t, s) = \begin{pmatrix} 0 & 0 \\ h_{21}(t, s) & 0 \end{pmatrix}, \quad H_4(t, s) = \begin{pmatrix} 0 & 0 \\ 0 & h_{22}(t, s) \end{pmatrix}
\]

for a.e. \( t \) and \( s \) from \([a, b]\). Let \( \omega_1 = \omega_{11}, \omega_2 = \omega_{12}, \omega_3 = \omega_{21}, \) and \( \omega_4 = \omega_{22} \). Then, as is easy to see, the inhomogeneous Cauchy problem (3.24), (3.25), (3.26), (3.27) takes form (3.1), (3.2). Applying Corollary 3.6, we obtain the required assertion.
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