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1. I

Let E be a real Banach space and letE1 be an arbitrary subspace ofE with
codimE1 = 1. Let alsoϕ be a linear continuous functional onE with kerϕ = E1.
Finally, let P be a class of functionsp : [0,+∞) → R, which are non-decreasing on
[0,+∞) and left continuous on(0,+∞) and such that

lim
t→0+

p (t) = p (0) and sup
t≥0

(p (t + 1) − p (t)) < +∞.
Consider now the following differential-integral equation

d−x (t)
dt

− d+x (t)
dt

+

n∑

k=1

t∫

s

[
dpk (u)

]
Fk (x (u)) = 0, t ≥ s≥ 0, (1.1)

where:n ∈ N; pk ∈ P, k = 1, 2, ..., n; Fk : E→ E, k = 1,2, ..., n

are continuos mappings; the integrals in (1.1) are Lebesque-Stiltjes ones;
d−x(t)

dt and
d+x(t)

dt are the left and right derivatives of the solutionx (t) of (1.1) at the pointt,

respectively. Observe that at the pointt = 0 the left derivative ofx (t) is
d−x(0)

dt ,
which is compatible with the requirement lim

t→0+
pk (t) = pk (0) , k = 1, 2, ..., n, and the

continuity ofFk, k = 1, 2, ..., n, onE.
As it is known (see, for example, [6]), each functionpk (t) , t ≥ 0, k = 1, 2, ..., n,

can be represented in the form
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pk (t) = pc,k (t) + ps,k (t) + pd,k (t) , k = 1, 2, ..., n, (1.2)

wherepc,k (t) is an absolutely continuous function on each segment of the form [0,a]
with a ∈ (0,+∞), while ps,k (t) andpd,k (t) are the singular and discrete components
of pk (t), respectively.

If in (1.3) for everyt ≥ 0

ps,k (t) ≡ const, k = 1, 2, ..., n, (1.3)

then equation (1.1) is equivalent to a differential equation with impulse disturbance,
while if in (1.3) for everyt ≥ 0

ps,k (t) ≡ const andpd,k (t) ≡ const, k = 1, 2, ..., n,

then equation (1.1) is equivalent to a differential equation without impulse distur-
bance. Such differential equations have been studied in [3] and [8], when dimE <
+∞, and in [2]. Finally, note that if, in (1.3), for everyt ≥ 0,

pc,k (t) ≡ const and ps,k (t) = const, k = 1,2, ...,n,

then equation (1.1) is equivalent to a difference equation, the theory of which has
been developed in [5].

The purpose of this article is to give conditions for oscillation of the solution of
equation (1.1) with respect to the subspaceE1 of the Banach spaceE. The notion of
such oscillation is stated and used successfully in [10] – [14] and [16] and is defined
as follows.

Definition 1. A solutionx (t) of equation (1.1) is said to be oscillatory with respect
to the subspaceE1 of the Banach spaceE, if for every numbera > 0 there are points
τ1, τ2 ∈ (a,+∞) such that

ϕ (τ1)ϕ (τ2) < 0.

As it follows from [10] – [14] and [16], this definition is a convenient tool for the
investigation of oscillation of trajectories of dynamical systems with infinite dimen-
sional phase space. Note that, in the case when dimE1 = 1, the above definition of
the oscillation of a solution of (1.1) with respect toE1 is equivalent to the correspond-
ing one given the real solutions of the differential equations considered, for example,
in [9].

An interesting class of equations is the class of differential equations with im-
pulse disturbance, which so far has not been investigated sufficiently. Therefore, it
is very important for the theory of systems with impulse, as well as for the theory
of differential-integral equations to investigate the oscillatory nature of solutions of
equations of form (1.1).
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2. P

In order to state our main results, we need the following notions and assumptions.
(I) Assume that for any numbert0 ≥ 0 and for any set{x1, x2} ⊂ E equation

(1.1) admits a unique solutionx (t), which is defined and continuous on [0,+∞) and
satisfies the following two conditions:

x (t0) = x1 (2.1)

and
d+x (t0)

dt
= x2, (2.2)

where, if(x1, x2) ∈ E2
1, thenx (t) ∈ E1 for all t ≥ t0.

A solution of (1.1), satisfying (2.1) and (2.2), will be denoted by

x (t, t0, x1, x2) .

For some sufficient conditions, concerning the requirement (I), see [17].
(II) Consider the sets

E2 = {x ∈ E : ϕ (x) > 0} and E3 = {x ∈ E : ϕ (x) < 0} ,
and the continuous mappings

Fk : E→ E, k = 1, 2, ..., n. (2.3)

Assume that the setsE1,E2 and E3 are invariant ones with respect to each of the
mappings (2.3), i.e.,

FkEi ⊂ Ei for all k = 1, 2, ..., n, and alli = 1, 2,3.
(III) Let Dk be the set of all points of [0,+∞) in which the functionpk ≡ pk (t) is

differentiable, and letD be the intersection of the setsDk, k = 1,2, ...,n. Denote by
Φk the set of functionsz ≡ zk (t) which are continuous on [0,+∞) and differentiable
on D with values inEi , i = 1,2,3, for each of which

|ϕ (zk (t))| , k = 1, 2, ..., n,

is a monotone non-decreasing on [0,+∞) function.
Note that, because of the inclusionp ∈ P, the set [0,+∞)/Dk has zero Lebesque

measure.

3. M 

Here we formulate and prove a sufficient result (Theorem 1) and a necessary result
(Theorem 2) as follows.

Theorem 1. Consider equation (1.1), subject to the conditions (I) – (III), and assume
that for k = 1,2, ...,n:

(i) inf
s≥t≥0

ϕ(Fk(z(s)))
ϕ(Fk(z(t))) > 0 f or all z ∈ Φ2 ∪ Φ3,
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(ii) The improper integrals

+∞∫

0

dϕ (z(t))
ϕ (Fk (z(t)))

converge for allz ∈ Φ2 ∪ Φ3 and

(iii)
n∑

k=1

+∞∫
0

tdpk (t) = +∞.

Then all solutionsx (t,0, x1, x2), where(x1, x2) ∈ E2 \ E2
1, of equation (1.1) are

oscillatory with respect to the subspaceE1.

Proof. Let z(t) be non-oscillatory with respect toE1 solution of (1.1), for which
(
z(0) ,

d+z(0)
dt

)
< E2

1. (3.1)

Then, without loss of generality, we can (and do) suppose that for somea ∈ (0,+∞)

ϕ (z(a)) > 0 and ϕ (z(t)) ≥ 0, t ≥ a. (3.2)

Since, in view of (1.1), for arbitraryt ≥ a ands> t

d−z(s)
ds

− d+z(t)
dt

+

n∑

k=1

s∫

t

[
dpk (u)

]
= 0 ,

and consequently fors≥ t ≥ 0

ϕ

(
d−z(s)

ds

)
− ϕ

(
d+z(t)

dt

)
+

n∑

k=1

s∫

t

[
dpk (u)

]
ϕ (Fk (z(u))) = 0, (3.3)

and, by (I) – (III) and (3.2), we have

n∑

k=1

s∫

t

[
dpk (u)

]
ϕ (Fk (z(u))) ≥ 0

for all t andswith s> t ≥ a, we conclude that the functionϕ
(

d+z(t)
dt

)
is non-increasing

on [a,+∞). Thus, the functionϕ (z(t)) is concave on [a,+∞) (see, [18], page 17) and,
in view of (3.2) and the concavity of the functionϕ (z(t)) on [a,+∞), we derive that

lim
t→+∞ϕ

(
d+z(t)

dt

)
= c, c ∈ [0,+∞) . (3.4)
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Now, (3.4) and (3.3) imply that functionϕ (z(t)) is monotone non-decreasing on
[a,+∞) and for allt ≥ a

ϕ

(
d+z(t)

dt

)
= c +

n∑

k=1

+∞∫

t

[
dpk (u)

]
ϕ (Fk (z(u))) . (3.5)

Denote byδ the least of the numbers

inf
s≥t≥0

ϕ (Fk (z(s)))
ϕ (Fk (z(t)))

> 0, k = 1, 2, ..., n and z∈ Φ2 ∪ Φ3

which, by (i), is positive. Taking into account the inclusionz ∈ Φ2, (ii) and (3.5), we
see that

+∞ >
+∞∫
a

dϕ(z(t))
ϕ(Fk(z(t))) >

+∞∫
a+1

dϕ
(

d+z(t)
dt

)

ϕ(Fk(z(t))) =

=
+∞∫

a+1

1
ϕ(Fk(z(t)))

(
c +

n∑
k=1

+∞∫
t

[
dpk (u)

]
ϕ (Fk (z(u)))

)
dt ≥

≥
+∞∫

a+1

(+∞∫
t

[
dpk (u)

] ϕ(Fk(z(u)))
ϕ(Fk(z(t)))

)
dt ≥δ

+∞∫
a+1

(t − a− 1) dpk (t) ,

which implies that the improper integrals
+∞∫

a+1

tdpk (t) , k = 1,2, ...,n,

are convergent. But this contradicts (iii). The contradiction obtained shows that the
assumption (2.3) is false and the proof of the theorem is complete. �

In order to state our next result, we need the following

Definition 2. A mappingh : E→ E is called Lipschitzian, if for arbitraryb ∈ E and
r ∈ (0,+∞) there exists a constantM > 0 such that

‖h (x) − h (y)‖E ≤ M ‖x− y‖E
for all x, y ∈ B (b, r) = {x ∈ E : ‖x− b‖E ≤ r}.
Theorem 2. Consider equation (1.1), subject to the conditions (I) – (III), and assume
that:

(iv) the mappingsFk, k = 1, 2, ..., n, are:
(a) locally Lipschitzian, or
(b) completely continuous;

(v) the functionspk ∈ P, k = 1, 2, ..., n, are continuous on[0,+∞);
(vi) all solutionsx (t,0, x1, x2), where(x1, x2) ∈ E2 \ E2

1, of equation (1.1) are
oscillatory with respect toE.

Then condition (iii) of Theorem 1 holds, i. e.,
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(iii)
n∑

k=1

+∞∫
0

tdpk (t) = +∞.

Proof. Case 1.The mappingsFk, k = 1, 2, ..., n, are locally Lipschitzian, i.e. (iv,a)
holds. In this case, assume that (iii) is false, i.e.

0 ≤
n∑

k=1

+∞∫

0

tdpk (t) < +∞. (3.6)

For an arbitrary vectory ∈ E2 ∪ E3, and a closed ballB (y, r) , r > 0, for which
E1 ∩ B (y, r) = ∅, consider the equation

z(t) = y−
n∑

k=1

+∞∫

t

[
dpk (u)

]
(u− t) Fk (z(u)) , t ≥ a, (3.7)

wherea is chosen in such a way that

n∑

k=1

+∞∫

a

[
dpk (u)

]
(u− a) sup

x∈B(y,r)
‖Fk (x)‖E ≤ r (3.8)

and

sup
t≥a

∥∥∥∥∥∥
n∑

k=1

+∞∫
t

[
dpk (u)

]
(u− t) Fk (z1 (u)) −

n∑
k=1

+∞∫
t

[
dpk (u)

]
(u− t) Fk (z2 (u))

∥∥∥∥∥∥
E

≤
≤ 1

2 sup
t≥a
‖z1 (t) − z2 (t)‖E

(3.9)
for all E-valued functionszi (t) , i = 1,2 which are continuous and bounded on
[a,+∞) for which

sup
t≥a
‖zi (t) − y‖E ≤ r, i = 1, 2.

Note that, because of (iv,a) and (3.3), the relations (3.8) and (3.9) are valid.
Next consider a Banach spaceX of E-valued functionsx = x (t) which are contin-

uous and bounded on [a,+∞) with the norm

‖x‖E = sup
t≥a
‖x (t)‖E .

Furthermore, consider a bounded, closed and convex setY of all functionsx ∈ X,
such thatx ∈ B (y, r) for all t ≥ a, and an operatorU : X→ X defined by the formula

(Ux) (t) = y−
n∑

k=1

+∞∫

t

[
dpk (u)

]
(u− t) Fk (x (u)) , t ≥ a (3.10)

Using (3.8) and (3.9), from (3.10) it follows thatUY ⊂ X and ‖Uv− Uw‖X ≤
1
2 ‖v− w‖Xfor all v,w ∈ Y. Hence, applying the contraction mapping principle (see,
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[15], page 72), we conclude that there is a functionz ∈ Y which is a solution of equa-
tion (3.7). The same functionz is also a solution to equation (1.1). Indeed, by (3.6)
and (v), we see that

d−z(t)
dt = lim

ε→0

1
ε

(z(t) − z(t − ε)) = lim
ε→0

1
ε

(
−

n∑
k=1

+∞∫
t

[
dpk (u)

]
(u− t) Fk (z(u)) +

+
n∑

k=1

+∞∫
t−ε

[
dpk (u)

]
(u− t + ε) Fk (z(u))

)
=

= lim
ε→0

1
ε

(
ε

n∑
k=1

+∞∫
t

[
dpk (u)

]
Fk (z(u)) +

n∑
k=1

t∫
t−ε

[
dpk (u)

]
(u− t + ε) Fk (z(u))

)
=

=
n∑

k=1

+∞∫
t

[
dpk (u)

]
Fk (z(u)) + lim

ε→0

n∑
k=1

t∫
t−ε

[
dpk (u)

] u−t
ε Fk (z(u))+

+ lim
ε→0

n∑
k=1

t∫
t−ε

[
dpk (u)

]
Fk (z(u)),

where the two last terms tend to zero, because the integrand functions are bounded on

[t − ε, t] , t∨
t−ε

[
pk

]
= pi ,

t∨
t−ε

[
pk

]
= pk (t)− pk (t − ε) , k = 1,2, ..., n, and the functions

pk (t) , k = 1,2, ...,n are continuous on [0,+∞). Therefore, it follows that

d−z(t)
dt

=

n∑

k=1

+∞∫

t

[
dpk (u)

]
Fk (z(u)). (3.11)

In the same manner we see that

d+z(s)
dt = lim

ε→0

1
ε (z(s+ ε) − z(s)) = lim

ε→0

1
ε

(
−

n∑
k=1

+∞∫
s+ε

[
dpk (u)

]
(u− s− ε) Fk (z(u)) +

+
n∑

k=1

+∞∫
s

[
dpk (u)

]
(u− s) Fk (z(u))

)
= lim

ε→0

1
ε

(
ε

n∑
k=1

+∞∫
s

[
dpk (u)

]
Fk (z(u))+

+
n∑

k=1

s+ε∫
s

[
dpk (u)

]
Fk (z(u))

)
=

=
n∑

k=1

+∞∫
s

[
dpk (u)

]
Fk (z(u)) + lim

ε→0

n∑
k=1

s+ε∫
s

[
dpk (u)

] u−s
ε Fk (z(u))−

− lim
ε→0

n∑
k=1

s+ε∫
s

[
dpk (u)

]
Fk (z(u)) =

n∑
k=1

+∞∫
s

[
dpk (u)

]
Fk (z(u)).

(3.12)
Subtracting (3.12) from (3.11), we obtain

d−z(t)
dt − d+z(s)

ds =
n∑

k=1

+∞∫
t

[
dpk (u)

]
Fk (z(u))−

−
n∑

k=1

+∞∫
s

[
dpk (u)

]
Fk (z(u)) = −

n∑
k=1

t∫
s

[
dpk (u)

]
Fk (z(u)) ,
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which was to be shown. As an element ofY, the functionz(t) is not oscillatory with
respect toE1. By (I) – (III), there is a solutiony (t) of equation (1.1), which coincides
with z(t) on [a,+∞). For this solution it holds(

y (0) ,
d+y (0)

dt

)
∈ E2 \ E2

1

and, due to the uniqueness of a solutionx (t) of (1.1), we see that

x (0) = y (0) and
d+x (0)

dt
=

d+y (0)
dt

.

Note that, if (
x (0) ,

d+x (0)
dt

)
∈ E2

1,

then equation (1.1) has a solutionx (t) for which
(
x (0) ,

d−x (0)
dt

)
∈ E2

1 f or all t ≥ 0.

From the above observation it follows that, if (iii) does not hold, then equation (1.1)
has a non-oscillatory solutionx = x (t) with respect toE1 for which

(
x (0) ,

d+x (0)
dt

)
∈ E2 \ E2

1.

But this is a contradiction, which, in the case when the mappingFk, k = 1,2, ...,n are
locally Lipschitzian, proves the necessity of the condition (iii) for the oscillation of
solution of (1.1) with respect toE1.

Case 2.The mappingsFk, k = 1, 2, ..., n, are completely continuous, i.e., (iv, b)
holds.

Assume that (iii) does not hold. Then (3.6) is satisfied. Lety ∈ E2 ∪ E3 be an
arbitrary vector and letr > 0 be a number such thatE1 ∩ B (y, r) = ∅. Next, consider
the equation (3.7), wherea ∈ [0,+∞) is such that (3.8) holds. Such a choice ofa
is possible because of (3.6) and the compactness of the mappingsFk, k = 1, 2, ..., n.
Further, as in Case 1, consider the Banach spaceX, the bounded, closed and convex
setY of all functionsx ∈ X for which x (t) ∈ B (y, r) for all t ≥ a, and the operator
U : X → X defined by the formula (3.10). By (3.10) and (3.8), it follows that
UY ⊂ X.

Consider now the function

δ (t) = L
n∑

k=1

+∞∫

t

(u− t) dpk (u) , t ≥ a,

where
L = max

1≤k≤n
x∈B(y,r)

‖Fk (x)‖E .
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For arbitraryy ∈ Y andt, s ∈ [a,+∞) , t ≥ s, we see that

‖(Uy) (t) − (Uy) (s)‖E =

=

∥∥∥∥∥∥
n∑

k=1

+∞∫
t

[
dpk (u)

]
(u− t) Fk (y (u)) −

n∑
k=1

+∞∫
s

[
dpk (u)

]
(u− s) Fk (y (u))

∥∥∥∥∥∥
E

=

=

∥∥∥∥∥∥
n∑

k=1

t∫
s

[
dpk (u)

]
(u− t) Fk (y (u)) − (t − s)

n∑
k=1

+∞∫
t

[
dpk (u)

]
Fk (y (u))

∥∥∥∥∥∥
E

≤

≤ L (t − s)
n∑

k=1

t
V
s

[
pk

]
+ L (t − s) δ (t) .

Hence, in view of the fact that

sup
1≤k≤n

t≥0

t+1
V
t

[
pk

]
< +∞,

and because of the boundedness of the functionδ (t) on[a,+∞), we conclude that the
set of allz ∈ UY is equicontinuous on [a,+∞). Since for everyz ∈ UY

‖z(t) − y‖E ≤ δ (t) , t ≥ a

and
lim

t→+∞ δ (t) = 0,

in view of (i) and the generalized Arcela theorem (see, [4], page 110), we conclude
that the setUY is relatively compact. Thus,U : Y → Y is a completely continuous
mapping. Consequently, according to Schauder’s Fixed Point Theorem (see, [7],
p. 37), the mappingU has a fixed pointz ∈ Y, which is a solution of the equation
(1.1) on [a,+∞).

Finally, using arguments similar to those in Case 1, we come again to a contradic-
tion. Therefore, the necessity of the condition (iii) for the oscillation of the solution
of (1.1) with respect toE1 in the case of compact mappingFk, k = 1, 2, ..., n, is also
established.

The proof of the theorem is complete. �

4. A

Let T be an arbitrary countable set of real numberstn, n ∈ N with

0 < t1 < t2 < ... < tn < ... and lim
n→+∞ tn = +∞.

Moreover, let form ∈ N

ck : [0,+∞) \ T → [0,+∞) , k = 1, 2, ...,m

be bounded and continuous functions,

qk : T → [0,+∞) , k = m+ 1,m+ 2, ...,2m,
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be arbitrary mappings with a bounded set of values, and

Gk : E→ E, k = 1,2, ...,2m,

be continuous mappings, for which

GkEi ⊂ Ei f or all k = 1, 2, ..., 2m and i= 1, 2, 3.

Then, consider an impulse system, described by the equations


d2x(t)
dt2

+
m∑

k=1
ck (t) Gk (x (t)) = 0, t ∈ [0,+∞) \ T ,

d+x(t)
dt − d−x(t)

dt +
2m∑

k=m+1
qk (t) Gk (x (t − 0)) = 0, t ∈ T,

x (t + 0) = x (t − 0) = x (t) , t ∈ T.

(4.1)

Furthermore, let

pk = pk (t) ∈ P, k = 1,2, ...,2m,

be functions defined as follows

pk (t) =



t∫
0

ck (s) ds f or k= 1,2, ...,m,
∑

s∈[0,t)∩T
qk (s) f or k = m+ 1,m+ 2, ..., 2m,

where
t∫

0

Ck (s) ds is a Lebesque integral, while

pk (t) = 0, k = m+ 1,m+ 2, ...,2m, i f [0, t) ∩ T = ∅,
and consider the equation

d−x (t)
dt

− d+x (t)
dt

+

n∑

k=1

1∫

s

[
dpk (u)

]
Gk (x (u)) , t ≥ s≥ 0. (4.2)

It is not difficult to see that every solution of system (4.1) is a solution of equation
(4.2) and vice versa. Therefore, Theorem 1 can be used to investigate the oscillation
of solutions of system (4.1). As an application of Theorem 1 to system (4.1), we state
the following result.

Theorem 3. Consider system (4.1) and assume that for arbitrary elementsx1, x2 ∈ E
system (4.1) has a unique solutionx (t, 0, x1, x2) defined on[0,+∞) ;

inf
s≥t≥0

ϕ (Gk (z(s)))
ϕ (Gk (z(t)))

> 0, k = 1,2, ..., 2m,
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for all z ∈ Φ2 ∪ Φ3;
the improper integrals

+∞∫

0

dϕ (z(t))
ϕ (Gk (z(t)))

, k = 1,2, ...,2m,

converge for allz ∈ Φ2 ∪ Φ3, and
+∞∫

0

t
m∑

k=1

ck (t) dt +
∑

t∈T
t

2m∑

k=m+1

qk (t) = +∞.

Then for arbitrary(x1, x2) ∈ E2 \ E2
1 solutionx (t, 0, x1, x2) of system (4.1) oscillates

with respect toE1.

Remark 1. 1. For sufficient conditions, ensuring the fulfillment of the conditions (B)
and (C) of Theorem 3, see [16].

2. As it is shown in [16], in the case of locally Lipschitzian or completely con-
tinuous mappingsGk, k = 1, 2, ..., 2m, the fulfillment of the condition(D) is also a
sufficient condition for oscillation of solutionsx (t,0, x1, x2), with (x1, x2) ∈ E2 \ E2

1,
of system (4.1) with respect toE1.

3. Necessary and sufficient conditions for oscillation of system (4.1), whenm =

1, dimE = 1 and condition(C) is not satisfied, can be found in [15].

A special case of Theorems 1 and 2 is the following result, due to F. Atkinson [1]:

Theorem 4. Let p (t) be a continuous and positive function fort ≥ 0, and letmbe an
integer greater than 1. Then the condition

+∞∫

0

tp (t) dt = +∞

is a necessary and sufficient one for oscillation of all (except trivial) solutions of the
equation

y′′ (t) + p (t) y2m−1 (t) = 0.
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